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Abstract Energetic constraints on precipitation are useful for understanding the response

of the hydrological cycle to ongoing climate change, its response to possible geoengi-

neering schemes, and the limits on precipitation in very warm climates of the past. Much

recent progress has been made in quantifying the different forcings and feedbacks on

precipitation and in understanding how the transient responses of precipitation and tem-

perature might differ qualitatively. Here, we introduce the basic ideas and review recent

progress. We also examine the extent to which energetic constraints on precipitation may

be viewed as radiative constraints and the extent to which they are confirmed by available

observations. Challenges remain, including the need to better demonstrate the link between

energetics and precipitation in observations and to better understand energetic constraints

on precipitation at sub-global length scales.

Keywords Precipitation � Global change � Energetics

1 Introduction

It is not surprising that energetics play an important role in determining global-mean

precipitation given that surface evaporation is ultimately driven by solar radiation.1

P. A. O’Gorman (&) � M. P. Byrne
Department of Earth, Atmospheric, and Planetary Sciences, Massachusetts Institute of Technology,
77 Massachusetts Avenue, Cambridge, MA 02139, USA
e-mail: pog@mit.edu

R. P. Allan
Department of Meteorology, National Centre for Atmospheric Science, University of Reading,
Reading, UK

M. Previdi
Lamont-Doherty Earth Observatory, Columbia University, 61 Route 9W, Palisades, NY 10964, USA

1 See Peixoto and Oort (1992), Trenberth et al. (2009), and Stevens and Schwartz (2011) for reviews of the
energy budget of the Earth.
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In the context of climate change, we speak of energetics placing a constraint on precipi-

tation in the sense that precipitation must change in such a way that the energy budget of

the atmosphere (or the surface) continues to balance. We will work primarily with the

energy budget of the atmosphere because its relatively small heat capacity facilitates

analysis of transient changes in precipitation; the surface energy budget may also be

usefully analyzed in a climate change context (Boer 1993; Richter and Xie 2008; Andrews

et al. 2009; Lorenz et al. 2010). A schematic view of the global atmospheric energy budget

is shown in Fig. 1. We begin by considering the energy budget of the entire atmosphere

from the surface to the top of the atmosphere. The perturbation budget between two

climates may be written as

LdP ¼ dRTOA � dRSFC � dSH ð1Þ

where L is the latent heat of condensation (assumed constant for simplicity), P is the

precipitation rate, RTOA and RSFC are the net radiation fluxes at the top of the atmosphere

(TOA) and at the surface (SFC), respectively, SH is the surface sensible heat flux, and d
denotes the difference between the two climates.2 Thus, changes in precipitation are

directly related to changes in the radiative cooling of the atmosphere and the surface

sensible heat flux. For a change in surface temperature, the resulting change in radiative

cooling may be calculated to first order by assuming invariant relative humidity and a

moist adiabatic lapse rate in the free troposphere. More generally, the changes in all

radiative forcing agents, surface air temperature difference, and surface sensible heat flux

must also be taken into account. This energetic approach is often more straightforward than

understanding the precipitation response in terms of changes in large-scale circulations or

convective mass fluxes that are themselves mediated by relatively subtle changes in

atmospheric stability.

The energetic constraint described above was already discussed in some detail in the

early work of Mitchell et al. (1987). Allen and Ingram (2002) showed how it could be used

to understand the response of precipitation to climate change in different climate model

simulations, and Pierrehumbert (2002) showed how the surface energy budget constrained

precipitation in very warm climates. More recently, there has been considerable progress in

using the energetic perspective to better quantify and understand several aspects of the

response of precipitation to climate change: the feedbacks influencing the rate of change of

precipitation under warming (e.g., Stephens and Ellis 2008; Previdi 2010), how the

Free
Atmosphere

TOA

Sub-cloud
layer

Ocean

LCL

SFC
SHLP

RTOA

RLCL

RSFC

Fig. 1 Schematic of the energy
budgets of the atmosphere and of
the atmosphere above cloud base,
as described in the text; LCL is
the lifted condensation level.
[Following Fig. 1 of Takahashi
(2009a)]

2 Positive fluxes of energy are upwards and all fluxes are averaged globally and over sufficiently long times
that we may neglect changes in energy and water storage in the energy budget of a given climate state.
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response of precipitation varies depending on the climate forcing agent (e.g., Andrews

et al. 2010), and how precipitation responds on ‘‘fast’’ and ‘‘slow’’ timescales (e.g.,

Lambert and Faull 2007; Bala et al. 2010). In all of these cases, it is useful and natural to

think of precipitation and evaporation as energy fluxes. Even for regional changes in

precipitation, it is possible to usefully adopt an energetic approach (Muller and O’Gorman

2011).

The energetic constraint does not suggest that global-mean precipitation scales with the

amount of water vapor in the atmosphere, although water vapor does play an important

radiative role and can, therefore, be related to changes in precipitation through energetic

arguments (Stephens and Ellis 2008; Allan 2009; Stephens and Hu 2010). Precipitation

intensity or precipitation extremes, on the other hand, could be expected to be more

directly affected by changes in water vapor concentrations and increase with warming at a

faster rate than global-mean precipitation (Allen and Ingram 2002; Trenberth et al. 2003;

Pall et al. 2007); recent results suggest that vertical gradients of specific humidity or

surface specific humidities are relevant for precipitation extremes (O’Gorman and

Schneider 2009a, b; Schneider et al. 2010; Muller et al. 2011; Romps 2011). Several

authors have argued that this implies a reduction in the overall frequency of precipitation

(e.g., Trenberth 1999, 2011; Allen and Ingram 2002; Trenberth et al. 2003; Stephens and

Hu 2010). Decreases in precipitation frequency are seen in the subtropics in model sim-

ulations of warmed climates (e.g., Sun et al. 2007), and there is observational evidence for

decreases in mean precipitation in tropical regions with mean descent (e.g., Allan et al.

2010), but it is important to note that the precipitation distribution could adjust in ways

other than a simple decrease in frequency (Muller et al. 2011). Similar arguments have

been made for a decrease in the strength of the circulation (e.g., Held and Soden 2006),

although, again, the required magnitude of the circulation change is difficult to estimate

from first principles (Schneider et al. 2010). We do not pursue the implications for pre-

cipitation frequency or circulation changes further, but rather focus on the radiative or

energetic constraints themselves.

The purpose of this paper is to provide an overview of the modern understanding of

energetic constraints on precipitation under climate change, to describe some of the major

recent developments, and to examine in detail some of the key open questions. We begin

by discussing the extent to which the atmospheric energetic constraint on global-mean

precipitation may be viewed as a radiative constraint (Sect. 2) and to what extent energetics

place an upper bound on global-mean precipitation (Sect. 3). We discuss the factors

contributing to the rate of change of precipitation under climate change (Sect. 4), how

these combine to determine the transient precipitation response (Sect. 5), and how the

energetic perspective on precipitation changes may be extended to regional precipitation

(Sect. 6). We then address the important issue of the extent to which observed changes in

precipitation may be related to observed changes in net radiative cooling (Sect. 7). We

conclude with a summary and a discussion of remaining challenges (Sect. 8).

2 Radiative or Energetic Constraint?

The energetic constraint on global-mean precipitation is often thought of as a radiative

constraint in which latent heat release balances radiative cooling, but it clearly also

involves the surface sensible heat flux (Eq. 1). Changes in surface sensible heat flux under

climate change are not negligible; the upward sensible heat flux decreases in climate model

simulations of greenhouse-gas driven warming (O’Gorman and Schneider 2008; Stephens

Surv Geophys (2012) 33:585–608 587
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and Ellis 2008; Liepert and Previdi 2009; Bala et al. 2010) and in response to increases in

insolation (Bala et al. 2010), but may increase with warming in response to aerosol forcing

(Liepert and Previdi 2009). One might, therefore, question if the radiative cooling of the

atmosphere is really a constraint on precipitation, since the sensible heat flux could in

principle adjust to accommodate a given radiative cooling (e.g., by changes in the air-sea

temperature difference), so that a minimal model of the atmospheric or surface energy

balance must take into account boundary layer transfer in order to constrain precipitation

(Pierrehumbert 2002; Le Hir et al. 2009). Takahashi (2009a) proposed a simple model that

avoids some of these difficulties by working with the atmospheric energy balance above

cloud base (Fig. 1). Assuming that condensation only occurs above the lifted condensation

level (LCL), it may be argued that the primary relevant balance is between latent heating

and the radiative cooling above the LCL

LdP ’ dRTOA � dRLCL: ð2Þ

This approximate balance relies on the lower level used (nominally the LCL) being below

the level of substantial latent heating and above the level of substantial boundary layer dry

sensible heat fluxes. It also neglects vertical dry static energy fluxes across the LCL

associated with the large-scale circulation. We will refer to it as the free-atmospheric

radiative constraint on precipitation (even though the LCL and the top of the boundary

layer need not coincide).

Here, we test the accuracy of the free-atmospheric radiative constraint on precipitation in

statistical-equilibrium simulations with an idealized general circulation model (GCM) over

a wide range of climates (Fig. 2). The GCM is based on a version of the Geophysical Fluid

Dynamics Laboratory (GFDL) dynamical core, but with simplified moist parameterizations,

P
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ta
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n 
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m
 d
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−

1 )

Surface air temperature (K)
260 280 300

0
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6

Surface air temperature (K)

(b)

260 280 300
0

2

4

6

8

10(a)

Net radiative loss
(atmosphere)

Net radiative loss
(free atmosphere)

Precipitation

SW absorbed 
(SFC)

Fig. 2 Global-mean precipitation (solid line with circles) versus global-mean surface air temperature in two
series of statistical-equilibrium simulations with an idealized GCM in which a the optical depth of the
longwave absorber is varied and b the solar constant is varied. The filled circles indicate the reference
simulation (common to both series) which has the climate most similar to present-day Earth’s. The red
dashed lines show the net radiative loss of the atmosphere, the blue dashed lines show the net radiative loss
of the free atmosphere (above r = 0.86), and the green dashed lines show the net absorbed solar radiation at
the surface (all in equivalent precipitation units of mm day-1)
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a two-stream semi-gray radiation scheme without cloud radiative effects, and a slab-ocean

lower boundary condition (Frierson et al. 2006; Frierson 2007; O’Gorman and Schneider

2008). The climate is varied in one set of simulations by changing the longwave optical

depth to mimic changes in greenhouse-gas concentrations with shortwave (SW) radiative

heating held constant (Fig. 2a), as described in O’Gorman and Schneider (2008). We also

present a new set of simulations in which the climate is varied by changing the solar

constant over a range from 0.58 to 1.70 of the reference value (Fig. 2b). Although the

radiation scheme is highly simplified, these simulations serve to illustrate the basic role of

energetic constraints on precipitation over a wide range of climates—more realistic radi-

ative transfer will be discussed in later sections. In addition, the GCM includes processes

(boundary-layer turbulence and large-scale circulations) that could cause the free-atmo-

spheric radiative constraint on global-mean precipitation (Eq. 2) to be inaccurate, and as

such the idealized simulations provide a test of this constraint.

Global-mean precipitation increases with warming for both sets of simulations (Fig. 2a,

b). The behavior in the limits of very low and high temperatures is broadly consistent with

what might be expected from a simple analysis of the surface energy balance using bulk

transfer formulae (Pierrehumbert 2002): precipitation tends to zero for sufficiently low

temperatures because of low-specific humidities, and precipitation is limited at high

temperatures by the availability of solar radiation at the surface (as discussed in the next

section). In the ‘‘greenhouse-gas’’ simulations, the approximation of global-mean precip-

itation by the net radiative loss of the atmosphere (the dashed red line in Fig. 2a) is not

accurate because of substantial changes in the surface sensible heat flux over the range of

climates. The net radiative loss of the free atmosphere gives much better agreement (the

dashed blue line in Fig. 2a). The free atmosphere is defined here as the atmosphere above

the level r = 0.86, where r is pressure normalized by surface pressure. This level is

chosen to give the best overall fit of radiative loss to precipitation and is taken to be

representative of the nominal LCL in the approximate radiative constraint given by Eq. 2.

But, the global-mean LCL is actually lower in the atmosphere (r ^ 0.93), a discrepancy

which likely relates to the occurrence of substantial boundary layer fluxes at levels

somewhat higher than the LCL. The rate of change of global-mean precipitation is

2.5% K-1 near the reference climate (the climate most similar to present-day Earth),

compared to 1.5% K-1 for the net radiative loss of the atmosphere and 2.6% K-1 for the

net radiative loss of the free atmosphere. The improvement gained from considering the

free atmosphere is not as great in the solar series of simulations, but the overall accuracy of

the free-atmospheric radiative constraint is not much worse; the rates of change at the

reference climate are 3.2% K-1 for precipitation, 2.6% K-1 for the net radiative loss of the

atmosphere, and 2.9% K-1 for the net radiative loss of the free atmosphere.

Our results provide some support for the approximation of global-mean precipitation

under climate change using the net radiative loss of the free atmosphere. We will also find

this to be a useful approximation in Sect. 4.2 when considering the effect on precipitation

of black carbon aerosols at different levels in the atmosphere.

3 Upper Bound on Precipitation

Figure 2a shows that the rate of growth of global-mean precipitation with temperature

declines sharply in the very warm climates of the ‘‘greenhouse-gas’’ series of simulations,

despite the quasi-exponential increase with temperature of atmospheric water vapor con-

tent (O’Gorman and Schneider 2008), and suggesting the possibility of an upper bound on

Surv Geophys (2012) 33:585–608 589
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precipitation for a given solar constant (Pierrehumbert 1999, 2002; O’Gorman and

Schneider 2008). In very warm climates, the atmosphere is optically thick in the longwave

and the net longwave radiative flux at the surface becomes small. As discussed by Pi-

errehumbert (2002), the boundary layer becomes stable (with the near-surface air tem-

perature greater than the surface temperature), and boundary layer turbulence is

suppressed. To the extent that the surface sensible heat flux is small, the surface energy

budget implies that the surface latent heat flux should then be equal to the absorbed

shortwave radiation at the surface, corresponding to the horizontal line in Fig. 2a (the

shortwave fluxes are held constant in this idealized set of simulations). The absorbed

shortwave radiation is not exactly an upper bound because the surface sensible heat flux

becomes directed downward providing additional energy for the evaporation of water

(Pierrehumbert 2002). Similarly, in the simulations in which the solar constant is increased,

precipitation approaches (but does not reach) the limit given by the absorbed shortwave

radiation at the surface (Fig. 2b).

Thus, the energetic constraint on precipitation becomes relatively simple in the limit of

very warm climates, although the exact amount of precipitation achievable may depend on

poorly understood details of boundary-layer turbulence and radiative transfer. It is useful to

remember the limiting case of very warm climates when considering the differences in

scaling of water vapor concentrations and precipitation and, as discussed in the next

section, the different responses of precipitation to solar and CO2 forcings. The upper bound

on global-mean precipitation given by the absorbed surface shortwave radiation is also

relevant to very warm climates of the past, in which continental runoff plays an important

role in the weathering thermostat (Pierrehumbert 2002; Le Hir et al. 2009). Le Hir et al.

(2009) found that global-mean precipitation and continental runoff behaved similarly in the

global mean as the climate changed, but it is not clear that this is a general result, and a

better understanding of the constraints on precipitation over land is desirable.

4 Contributions to Changes in Precipitation

We next discuss the different contributions to changes in precipitation and how they lead to

different responses of precipitation compared with temperature depending on the forcing

agent. The response of global-mean precipitation to temperature change is clearly quite

different for greenhouse-gas versus solar forcing, as evidenced by the leveling-off of

precipitation at high temperatures in Fig. 2a compared with the continuous growth in

Fig. 2b. Figure 3 [reproduced from Andrews et al. (2009)] shows a similar difference in

behavior, but now for subsequent years following an instantaneous doubling of CO2 or an

instantaneous increase in solar irradiance in an atmospheric GCM coupled to a slab ocean.

The response to CO2 forcing is characterized by an initial decrease in precipitation, fol-

lowed by a quasi-linear increase with temperature (e.g., Yang et al. 2003; Andrews et al.

2009). The response to solar forcing has a similar form but with a smaller initial decrease

(extrapolating the precipitation curve to zero temperature change). As a result, the

hydrological sensitivity, defined as the ratio of precipitation change to temperature change,

is quite different at equilibrium for the CO2 and solar forcings (compare the dotted lines in

Fig. 3).3 But, note that the slopes of the precipitation curves are similar for both forcings

3 Interestingly, if the hydrological sensitivity is instead defined in terms of TOA radiative forcing rather
than temperature change, it is not very different between solar and CO2 forcing (Lambert and Faull 2007).

590 Surv Geophys (2012) 33:585–608
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(the solid and dashed lines in Fig. 3), so that the differential dependence of precipitation on

temperature is similar.

The linear dependence of precipitation on temperature shown in Fig. 3 suggests that it

may be useful to rewrite the atmospheric energy budget (Eq. 1), decomposing the right

hand side (and the precipitation change) into a temperature-dependent part (kdT) and a

temperature-independent part G,

LdP ¼ kdT þ G; ð3Þ

where k is a constant, and dT is the change in global-mean surface temperature (e.g., Allen

and Ingram 2002). There are several ways to make this decomposition in practice. Previdi

(2010) considers G to include the direct radiative forcing, while kdT represents all feed-

backs, including the change in surface sensible heat flux. Alternatively, one may decom-

pose the response based on timescale into a ‘‘fast’’ component that occurs before sea

surface temperatures (SSTs) respond substantially, and a ‘‘slow’’ component that increases

in magnitude as the SSTs change on a multiyear timescale (Yang et al. 2003; Lambert and

Faull 2007; Lambert and Webb 2008; Lambert and Allen 2009; Andrews et al. 2009, 2010;

Takahashi 2009b; Bala et al. 2010; Andrews and Forster 2010; Frieler et al. 2011). The

‘‘slow’’ and ‘‘fast’’ responses may be calculated using fixed SST simulations or by

regressing transient changes in precipitation and temperature (e.g., by calculating the slope

and offset of the solid and dashed lines in Fig. 3).

4.1 Feedbacks

We first focus on the temperature-dependent part of the precipitation response and ask

what physical processes contribute to its magnitude and the range of roughly

1.4–3.4% K-1 found in modern climate model simulations (Lambert and Webb 2008).

Fig. 3 Change in global-mean precipitation versus change in global-mean surface air temperature averaged
over individual years subsequent to an instantaneous increase in CO2 (asterisks) or solar irradiance
(triangles) in simulations with the Hadley Centre Slab-Ocean Model version 3. There is a large initial
decrease in precipitation in response to CO2 forcing, but the slopes of the subsequent linear responses are
similar for the solar and CO2 simulations. Dotted lines show the slopes corresponding to the hydrological
sensitivities calculated from the initial and final states [Fig. 7 from Andrews et al. (2009). � American
Meteorological Society. Reprinted with permission]
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We make use of the radiative kernel technique (Soden et al. 2008) as applied to

feedbacks on global-mean precipitation within the framework of the atmospheric energy

budget by Previdi (2010). The simulations used are drawn from the World Climate

Research Programme’s (WCRP’s) Coupled Model Intercomparison Project phase 3

(CMIP3) archive. We present results based on the climate change from 2001–2010 to

2101–2110 under an emissions scenario for greenhouse gases and aerosols (SRES A1B).

The feedback analysis quantifies the contributions to kdT in Eq. 3 from radiative feedbacks

due to changes in tropospheric temperature, water vapor, clouds, and albedo, and from

changes in surface sensible heat flux. We further decompose the temperature feedback into

a Planck feedback (associated with vertically uniform warming) and a lapse rate feedback

(associated with vertically nonuniform warming). We adopt the convention of Previdi

(2010) that a positive feedback corresponds to a gain of energy for the atmospheric column

and a negative feedback on precipitation. The feedbacks are shown in Fig. 4 for the nine

climate models for which the necessary data were available [see Previdi (2010) for details].

This figure may be compared with Fig. 1 of Bony et al. (2006), which shows TOA

radiative feedbacks rather than the atmospheric energy budget feedbacks shown here.

The water vapor feedback tends to suppress precipitation as a result of both increased

shortwave heating and reduced longwave cooling [Previdi (2010); although Mitchell et al.

(1987) and Hall and Manabe (2000) conclude that longwave radiative feedback enhances

precipitation under warming based on different simulations and analysis]. The reduced

longwave cooling is a residual of opposing effects of increases in specific humidity in the

lower troposphere which tend to cool the atmospheric column and increases in specific

humidity in the upper troposphere which tend to warm the atmospheric column (Previdi

2010). The effect of changes in water vapor concentrations is, therefore, strongly altitude

dependent. Takahashi (2009b) argued that inter-model scatter in the change in clear-sky

absorption of shortwave radiation by water vapor is important for inter-model scatter in the

precipitation response and that the source of the inter-model scatter was not from different

radiative transfer schemes or different changes in the amount of column water vapor. The
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water vapor feedback is slightly stronger and has greater inter-model scatter than the

feedback that would result from an invariant relative humidity distribution (black dashes in

Fig. 4). A consistent pattern of relative humidity changes is found in response to warming

in climate model simulations (e.g., Mitchell et al. 1987; Sherwood et al. 2010), and

although the fractional changes in relative humidity are not as large as the fractional

changes in saturation vapor pressure, they may still be expected to affect radiative fluxes.

The lapse rate feedback is of similar strength to the water vapor feedback, but it tends to

enhance precipitation. The magnitudes of the lapse rate and water vapor feedbacks are

correlated between models, but they have opposite sign, so that the sum of the two

feedbacks (WV ? LR) has less inter-model scatter than might otherwise be expected. A

similar relationship between lapse rate and water vapor feedbacks has been found for TOA

radiative feedbacks (e.g., Bony et al. 2006; Soden et al. 2008).

The cloud feedback is calculated by adjusting the change in cloud radiative forcing to

account for cloud-masking effects (Soden et al. 2008; Previdi 2010). It can be positive or

negative depending on the model, but tends to suppress precipitation in the multi-model

mean. Stephens and Ellis (2008) also found that cloud effects tended to mute the increase

in precipitation in the multi-model mean. Although shortwave cloud radiative feedbacks

contribute strongly to inter-model scatter in climate sensitivity, they might be expected to

have less impact on the atmospheric cooling that controls changes in precipitation

(Lambert and Webb 2008). Nonetheless, cloud radiative feedback is the single biggest

contributor to inter-model scatter if the water vapor and lapse rate feedbacks are considered

as one contribution.

With the exception of one model, the surface sensible heat flux feedback tends to

increase precipitation and has relatively little inter-model scatter. The Planck feedback is

large in magnitude and has almost the same value in all models considered (-2.1 to

-2.2 W m-2 K-1). The albedo feedback is very small in magnitude and is not shown. The

sum of the feedbacks has a value of *-2W m-2 K-1 and must be combined with the

forcing to give the change in precipitation found in these simulations. Compared with

previous analyses of TOA radiative feedbacks (e.g., Bony et al. 2006), some of the primary

differences are the negligible albedo feedback, the addition of the surface sensible heat

flux, a possibly smaller contribution to scatter from the cloud feedback, and a possibly

greater contribution from changes in relative humidity.

4.2 Dependence on Forcing Agent

We next consider the dependence of the precipitation response on the nature of the forcing

agent. The direct radiative effect of increased concentrations of CO2 is to decrease the net

upwelling longwave radiation at the top of the atmosphere (TOA) and increase the net

downwelling longwave radiation at the surface, with a net decrease in the radiative loss of

the atmosphere [contributing to G\ 0 in Eq. 3] (Ramanathan 1981; Mitchell et al. 1987).

Consequently, if surface temperature is held fixed and CO2 concentrations are increased,

then global-mean precipitation decreases (e.g., Yang et al. 2003), consistent with Fig. 3.

The direct radiative effect of increased insolation is much smaller in the atmospheric

energy budget than in the TOA budget since much of the increased shortwave radiation

passes through the atmosphere or is scattered back to space. Nonetheless, an increase in

insolation does lead to increased shortwave absorption in the atmosphere, which tends to

decrease precipitation. Because of the difference in the fast response of precipitation to

solar and CO2 forcing (Fig. 3), we expect global-mean precipitation to decrease in an

idealized geoengineering experiment in which the effect on global-mean surface
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temperature of higher concentrations of greenhouse gases is offset by the effect of a

decrease in solar constant. Bala et al. (2008) find that global-mean precipitation is reduced

by *2% for a doubling of CO2 in such a geoengineering experiment, which is roughly

consistent with what might be inferred from Fig. 3.

Figure 5a [based on Table 2 of Andrews et al. (2010)] shows that the slow tem-

perature-dependent part of the response is quite similar for solar, CO2, and aerosol,

forcing, so that the different responses to different forcing agents arises primarily

because of the fast component of the response.4 Aerosols affect precipitation in a

number of different ways (e.g., Ramanathan et al. 2001), but here we will discuss their

effect on precipitation through their radiative role in the energetic constraint on pre-

cipitation. Figure 5a shows that sulfate aerosols yield a similar precipitation response to

solar forcing, as might be expected given that they scatter shortwave radiation. How-

ever, increases in the burden of black carbon aerosols may decrease global-mean pre-

cipitation even as they increase global-mean surface temperature because of a strongly

negative fast response (Fig. 5a).

The negative fast response of precipitation to black carbon aerosols results from

absorption of shortwave radiation in the troposphere (induced changes in cloud radiative

effects may also play a role). Whether or not the total precipitation response is negative

depends on the level in the atmosphere at which the black carbon aerosols occur (Ming

et al. 2010; Ban-Weiss et al. 2011). This was demonstrated by Ming et al. (2010) in a set

of simulations in which the burden of black carbon aerosols was increased at different

levels in the troposphere [Fig. 5b, which is based on Table 1 of Ming et al. (2010)].

Roughly speaking, precipitation decreases when black carbon aerosols are added in the

free troposphere, but it increases when they are added near the surface. In all cases shown

in Fig. 5b, the surface temperature increases, changes in shortwave absorption provide a

negative contribution to the precipitation change, and changes in surface sensible heat

flux and temperature provide a positive contribution.5 If black carbon aerosols are added

near the surface, the increased shortwave absorption is partially canceled by a decrease in

the upward sensible heat flux, and precipitation increases because of the increase in

radiative cooling related to the increase in temperature. The sensible heat flux response is

considerably smaller if the aerosol is added in the free troposphere, and the increase in

shortwave heating is then partially balanced by a decrease in latent heating (and

precipitation).

The precipitation response to black carbon aerosols is more easily understood using

the approximate balance of precipitation and free-atmospheric radiative cooling (Eq. 2)

in which radiative heating near the surface and surface sensible heat fluxes do not enter.

In the case of the addition of black carbon aerosols near the surface, the only effect on

free atmosphere radiative cooling is through the temperature increase, and precipitation

increases accordingly. When black carbon aerosols are added higher up in the atmo-

sphere, they directly affect the free-atmospheric radiative heating and precipitation

decreases.

4 Andrews et al. (2010) show that the temperature dependence of the slow precipitation response is similar
for nine different forcing scenarios. The precipitation sensitivities are normalized by a temperature change
that is different for the slow and total responses because the fast response includes a change in land surface
temperature and the slow response is calculated as the difference between total and fast responses.
5 Ming et al. (2010) consider the change in surface sensible heat flux to be part of the fast or temperature-
independent response.
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5 Transient Changes in Precipitation

The discussion of the preceding section makes clear that changes in surface temperature

are not sufficient to determine the equilibrium response of precipitation, but rather that

changes in atmospheric radiative forcing must also be specified. Temperature changes may

occur on an entirely different timescale to the radiative forcing, and the transient evolution

of precipitation depends on the evolution of both radiative forcing and temperature. For

example, we expect a slower rate of increase in precipitation with respect to temperature in

a period in which both greenhouse-gas concentrations and temperature are increasing than

in a period in which greenhouse-gas concentrations have stabilized but temperature con-

tinues to increase (Andrews and Forster 2010).

Some further nonintuitive properties of the transient precipitation response have recently

been illustrated in coupled climate model simulations (Wu et al. 2010; Cao et al. 2011). Wu

et al. (2010) showed that, in response to a change in the trend of atmospheric CO2 con-

centrations from upward to downward, temperature begins to fall almost immediately, but

the rate of increase in precipitation actually accelerates, before eventually decreasing after

several decades. Cao et al. (2011) found a similar behavior in response to a rampdown of

CO2 concentrations [Fig. 6c; reproduced from Cao et al. (2011)] and also demonstrated an

extreme limit of the same behavior in which CO2 concentrations are changed in a step-like

manner, first upward and then downward, resulting in downward and then upward spikes in

precipitation (red lines in Fig. 6a, b; see also Fig. 3). As discussed by Wu et al. (2010) and

Cao et al. (2011), these transient responses may be understood using the energetic constraint

on precipitation. For example, a sudden decrease in CO2 concentrations leads to an increase

in radiative cooling and an increase in precipitation. Only on the slow timescale of the
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Fig. 5 a Sensitivities of the total and slow precipitation responses for different forcings (CO2, solar, sulfate
aerosols, and black carbon aerosols) in simulations with an atmospheric model coupled to a mixed-layer
ocean. The total response is the sum of the slow and fast responses [based on Table 2 of Andrews et al.
(2010)]. b Terms in the perturbation atmospheric energy budget in response to additional black carbon
aerosols at different r-levels in simulations with an atmospheric GCM coupled to a mixed-layer ocean. The
terms shown are the changes in atmospheric absorption induced directly by the absorbing aerosols (dAA),
radiative feedbacks (krdT) with surface temperature T and kr = 1.8 W m-2 K-1, the change in latent
heating associated with precipitation LdP, and the change in upward sensible heat flux (dSH). We show
-dAA and -dSH so that all terms are positive when contributing to a positive change in precipitation [based
on Table 1 of Ming et al. (2010)]
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ensuing temperature decrease does the radiative cooling and precipitation decrease. The

precipitation and temperature responses are more qualitatively similar to one another in a

simulation in which the step-like changes are in the solar constant (blue lines in Fig. 6a, b),

consistent with the much smaller fast response of precipitation for solar forcing. (The

magnitude of the changes in solar constant are chosen to give similar surface temperature

variations as for the CO2 simulation). From the surface energy budget perspective, the rate

of ocean heat uptake should be expected to influence the transient response of evaporation

and precipitation. However, the time history of ocean heat uptake is almost identical in the

simulations with solar and CO2 step-like changes (Fig. 6d), which shows that the sudden

reduction in ocean heat uptake at year 70 is not necessarily sufficient to give a temporary

increase in precipitation, depending on the nature of the radiative forcing.

The energetic perspective also makes clear that radiative feedbacks will be important

for low-frequency variability of precipitation. For example, Hall and Manabe (2000) found

a reduction in the interannual variability of global-mean precipitation in a climate model

simulation in which the longwave radiative feedback of water vapor was suppressed.

6 Regional Changes in Precipitation

We have focused on the energetic constraint on global-mean precipitation, but regional

changes in precipitation are of greater importance for impacts of climate change. Regional

(a)

(b) (d)

(c)

Fig. 6 Temporal variations in a, c surface air temperature, b, c precipitation, and d ocean heat uptake in
three simulations with a coupled climate model (HadCM3L). In the ‘‘step’’ simulations (a, b, d),
atmospheric CO2 or the solar constant are instantaneously increased and then instantaneously returned to
their initial value after 70 years (CO2 is quadrupled or the solar constant is increased by 4.54%). In the CO2

ramp simulation (c, d), atmospheric CO2 is increased by 2% per year until quadrupling after 70 years, and
then decreased by 2% per year until the original value is reached [dashed black line in (c)]. Note the
downward and upward spikes in precipitation in the CO2 step simulation at years 0 and 70, respectively
[reproduction of Fig. 1 of Cao et al. (2011)]
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precipitation changes have been conventionally analyzed in terms of column water vapor

balance, relating the difference between precipitation and evaporation to the water vapor

flux convergence (e.g., Held and Soden 2006; Seager et al. 2010). The energy budget has

sometimes been used as an additional constraint to account for changes in the circulation

which are an important regional contributor to the changes in precipitation (Chou and

Neelin 2004; Chou et al. 2009; Levermann et al. 2009; Chou and Chen 2010). Alterna-

tively, the energetic approach to global-mean precipitation changes may be extended to

local precipitation changes by including changes in horizontal transports of dry static

energy (DSE),

LdP ¼ dQþ dH; ð4Þ

where dH is the change in the vertical integral of the DSE flux divergence, and we will

refer to Q = RTOA - RSFC - SH as the diabatic cooling (excluding latent heating).6 The

vertical integral in dH is taken over the atmospheric column, although it could be

approximated by a vertical integral over the troposphere. Increases in DSE flux divergence

cool the atmospheric column and tend to increase precipitation for fixed diabatic cooling.

Muller and O’Gorman (2011) used this local energy budget to analyze changes in pre-

cipitation in simulations drawn from the CMIP3 archive under the A1B emissions scenario

(Fig. 7a). They showed that a simple approximation dPapprox for the change in local
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Fig. 7 Energetic perspective on local precipitation changes in the multi-model mean of CMIP3
simulations: a change in precipitation (mm day-1), b an approximation dPapprox ¼ dhPi þ dHm=L that

neglects changes in eddy dry static energy (DSE) fluxes and spatial variations in the change in diabatic
cooling, c the inter-model correlation coefficient of the change in precipitation and diabatic cooling, and
d the global-mean of this correlation coefficient as a function of the length scale of a spatial filter that is first
applied to the changes in precipitation and diabatic cooling [see Muller and O’Gorman (2011) for details]

6 In the case of tropical precipitation extremes, the primary balance is between latent heating and DSE flux
divergence (Muller et al. 2011).
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precipitation dP is given in terms of the change in the vertical integral of the DSE flux

divergence by the mean circulation (dHm) and the change in global-mean precipitation

(dhPi), such that LdPapprox ¼ LdhPi þ dHm (Fig. 7b). Further simple approximations may

then be made to relate components of dHm to changes in temperature and mid-tropospheric

vertical velocity (Muller and O’Gorman 2011), resulting in approximate relations com-

parable to those used in the water vapor budget approach (e.g., Held and Soden 2006).

Locally, changes in diabatic cooling may be balanced by changes in precipitation or

changes in DSE flux divergence. A fundamental question then arises as to what extent local

changes in diabatic cooling dQ are in fact reflected in local changes in precipitation dP. For
example, one might ask to what extent localized radiative forcing from aerosols will be

related to a corresponding local change in precipitation. Muller and O’Gorman (2011)

addressed this question by examining the inter-model correlation coefficient between

changes in precipitation dP and changes in diabatic cooling dQ and found that, while

dP and dQ were positively correlated over land, they were negatively correlated over ocean

because of cloud and water vapor feedbacks (Fig. 7c). The scale dependency of the

relationship between dP and dQ was addressed by smoothing over a range of length scales

prior to calculation of the correlation coefficient. The global-mean correlation coefficient

reaches a value of 0.5 for a smoothing length scale of *7,000 km (Fig. 7d), implying that

only on relatively large scales or over land are dP and dQ strongly positively correlated.

Further work is needed to understand the physical processes that contribute to the corre-

lation between changes in precipitation and diabatic cooling at different length scales and

to better understand the contrast between their relationship over land and ocean (cf.

Trenberth and Shea 2005; Lambert and Allen 2009).

7 Observations of the Atmospheric Energetic Constraint on Precipitation

The energetic constraint on global precipitation is difficult to confirm observationally.

Long-term (50 or more years) observations of precipitation (surface rain gauges) are

primarily confined to northern hemisphere land regions (e.g., Min et al. 2011), while

spatially complete ocean estimates are only available through satellite retrievals of infrared

radiances since 1979 and microwave radiances since 1987 (Huffman et al. 2009) and

contain substantial uncertainties relating to sampling and calibration (Adler et al. 2001).

Reconstructions of past precipitation may be made using reanalyses or surface pressure and

temperature measurements (e.g., Arkin et al. 2010), but they are limited by the homoge-

neity of input data and the physical relationships employed.

Estimates of Earth’s radiative energy balance are limited to an even greater extent:

satellite data have provided near-global estimates of variability for much of the period

since 1985 (Wielicki et al. 2002; Loeb et al. 2009) but with substantial calibration and

sampling issues (Trenberth 2002; Wong et al. 2006). Surface measurements are limited to

solar radiometers available for a handful of locations over land since the 1950s (Wild

1999), increasing to around 50 well-calibrated longwave and shortwave radiation mea-

surements for the recent decade (Ohmura et al. 1998). Therefore, estimating recent

changes in the surface and atmospheric radiative balance is currently possible only through

the additional use of reanalyses data sets combined with additional modeling (Zhang et al.

2004).

Current global variability in P and its driving variables are compared in Fig. 8. During

this period, global-mean surface air temperature (T) varied by almost 1 K, primarily
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relating to El Niño Southern Oscillation (ENSO), but also a cooling in 1992 following the

eruption of Mt. Pinatubo in June 1991 and a warming trend during the 1990s.

7.1 Observed Changes in Surface Temperature and Water Vapor

Atmospheric moisture is tightly coupled to global temperatures (Fig. 8a, b) as evidenced

by column integrated water vapor (W) from the Special Sensor Microwave Imager [SSM/I;

Wentz and Schabel (2000)] and the European Centre for Medium-range Weather Forecasts

(ECMWF) Interim ReAnalysis [ERA Interim; Dee et al. (2011)] and also by surface-

specific humidity (q) from HadCRUH observations (Willett et al. 2008). Global SSM/I

estimates are constructed using ocean-only SSM/I data between 50�S–50�N and applying

ERA Interim values elsewhere. ERA Interim W reduces with time compared with the

SSM/I estimates, attributable to differences over the tropical oceans (John et al. 2009), and

(a)

(b)

(c)

(d)

Fig. 8 Global-mean de-seasonalized monthly anomalies in a surface air temperature, b column integrated
water vapor and surface-specific humidity, c precipitation and d total net radiative cooling of the
atmosphere. A 3-month smoothing is applied for clarity. The mean anomaly for January 1989 to December
1990 is subtracted from each time series
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may be an artifact of the observing system as documented previously (Trenberth et al.

2001; Allan et al. 2002; Bengtsson et al. 2004).

Similarity between HadCRUH and SSM/I-ERA interim estimates of global moisture

variability (r = 0.86) is striking, both demonstrating the robust relationship between low-

level moisture and temperature (dW/dT * 7% K-1; Table 1), close to that expected from

the Clausius–Clapeyron equation (O’Gorman and Muller 2010). This has been documented

previously using surface observations (Willett et al. 2008), satellite data (Wentz and

Schabel 2000; Santer et al. 2007; Allan 2009), and radiosonde soundings (Durre et al.

2009). The dependence of atmospheric water vapor amounts on temperature is important in

accounting for observed contrasting regional precipitation responses (Zhang et al. 2007), in

particular for the ascending and descending portions of the tropical circulation (Allan et al.

2010) and enhanced tropical seasonality (Chou et al. 2007), and for the observed increase

in the intensity of precipitation (Rajeevan et al. 2008; O’Gorman and Schneider 2009a;

Zolina et al. 2010; Allan et al. 2010; Min et al. 2011). Importantly for the energetic

constraint on precipitation, increases in atmospheric water vapor content are also physi-

cally consistent with enhanced longwave radiative cooling of the atmosphere to the surface

(Allan 2006; Stephens and Ellis 2008; Philipona et al. 2009) and enhanced shortwave

radiative heating of the atmosphere (Allan 2009; Takahashi 2009b).

7.2 Observed Changes in Precipitation

Observed global precipitation changes (Fig. 8c) are from the Global Precipitation Cli-

matology Project [GPCP v2.2; Huffman et al. (2009)], which combines infrared and SSM/I

microwave radiances over ice-free oceans since 1988 and rain gauges over land, and an

estimate from Wentz et al. (2007), who combined SSM/I data over ice-free oceans with

GPCP data over remaining regions. Simulated precipitation from ERA Interim is also

shown and displays a negative trend up until 2005, as noted by John et al. (2009), and a

rapid increase over the period 2006–2010, variations which are known to be erroneous

(Dee et al. 2011). Since the hydrological cycle in reanalyses is not well-constrained

globally, their representation of decadal changes in water vapor and precipitation is

unlikely to be realistic.

Global precipitation from GPCP shows a weak positive relationship with surface

temperature from HadCRUT (dP/dT = 3.4% K-1) over the period 1989–2008 (Table 1),

similar to values estimated by Adler et al. (2008) for the period 1979–2006. Allowing for

autocorrelation using the method of Yang and Tung (1998), which estimates 36 degrees of

freedom in the time series, this is only just significant at the 95% confidence level. The

autocorrelation timescale for precipitation (6 months) is notably shorter than for water

vapor and net radiation (both around 20 months); the timescale dependence of the

Table 1 Linear least squares fits for selected deseasonalized global-mean monthly variables and data sets
over the period 1989–2008

Variables (dy/dx) Data set (y) Data set (x) dy/dx ± SE r

dW/dT SSM/I, ERA Interim HadCRUT 6.6 ± 0.4% K-1 0.87

dP/dT GPCP HadCRUT 3.4 ± 0.9% K-1 0.40

dQr/dT ERA Interim ERA Interim 2.5 ± 0.3 W m-2K-1 0.71

LdP/dQr GPCP ERA Interim 1.0 ± 0.2 0.54
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controlling processes may provide further insight into the role of forcing, feedback, and

response (Harries and Futyan 2006).

There is considerable sensitivity of precipitation response to the data set and time period

chosen (Quartly et al. 2007; Wang et al. 2008; John et al. 2009). The relationship with

temperature changes found above (dP/dT = 3.4% K-1) is weaker than calculated by Wentz

et al. (2007), who estimated a 7% K-1 response for a shorter time period (Adler et al.

2008), and is also weaker than estimated changes in ocean evaporation (Yu 2007; Li et al.

2011). These estimates were based upon linear trends in precipitation and temperature

which introduce substantial uncertainty given the short length of the climate record and the

influence of ENSO and volcanic eruptions (Gu et al. 2007; Lambert et al. 2008); the esti-

mated observed responses are, therefore, not inconsistent with the large spread in responses

calculated from climate models using similar methods (Previdi and Liepert 2008; Liepert

and Previdi 2009; Allan 2009). The larger response over the period 1987–2006 (Wentz et al.

2007) may be consistent with an apparent intensification of the Walker and Hadley circu-

lation since 1979 (Sohn and Park 2010; Zahn and Allan 2011; Li et al. 2011) although

declines in circulation have also been identified by other authors (Vecchi et al. 2006; Power

and Smith 2007; Gastineau and Soden 2011), based upon reanalyses and satellite wind data.

A blended reconstruction of twentieth century precipitation by Arkin et al. (2010), based

upon gauge observations over land and surface temperature and pressure patterns over

ocean, suggests a smaller hydrological sensitivity of 2.5% K-1.

7.3 Estimating Net Radiative Cooling

The energetic constraint on precipitation discussed in previous sections implies that

changes in global-mean precipitation depend both on changes in the radiative cooling of

the atmosphere and changes in surface sensible heat flux. As discussed in Sect. 2, the net

atmospheric radiative cooling above the sub-cloud layer may provide a more direct link to

global-mean precipitation (Takahashi 2009a), but given the difficulties of generating such a

data set, we instead use the approach of Allan (2006) and show estimates of the net

radiative cooling of the atmosphere (Qr, longwave radiative cooling minus shortwave

radiative heating) in Fig. 8d.

There is poor agreement between estimates of Qr from the NASA Global Energy and

Water Cycle Experiment (GEWEX) Surface Radiation Budget (SRB) project, which uses

cloud and radiation information retrieved from satellite and atmospheric profiles from

reanalyses as input to radiative transfer models (Stackhouse et al. 2011) and the ERA

Interim reanalysis project. Variability from the International Satellite Cloud Climatology

Project (ISCCP) D2 radiative flux products (Zhang et al. 2004) is substantially larger (not

shown), showing poor agreement with SRB and ERA Interim. John et al. (2009) also found

larger differences in atmospheric longwave and shortwave radiative divergence between

data sets for the tropical ocean. One of the problems with the approach adopted by SRB

and ISCCP is that surface radiative fluxes are not well constrained by the satellite mea-

surements, in particular for the longwave fluxes, and homogeneity of the ISCCP data set is

questionable (Evan et al. 2007).

Although ERA Interim clouds are generated by model parameterizations, the simulation

of changes in net radiation at the top of the atmosphere is reasonable based upon com-

parison with satellite data (Allan 2011) and, notwithstanding issues with drifts in W
shown in Fig. 8b and the lack of account for changes in aerosol optical depth, appear

physically reasonable based upon the relationship with surface temperature (dQr/dT =

2.5 W m-2 K-1, Table 1) and previous analysis (Allan 2009; John et al. 2009). Although
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clouds contribute to heating of the moist tropical troposphere and cooling of the atmo-

spheric column for stratocumulus regions and higher latitudes (Sohn 1999), their impact

upon decadal changes in the atmospheric radiative budget may be weak, as discussed by

John et al. (2009). (For climate models, Fig. 4 shows that the cloud radiative feedback on

precipitation is not different from zero to within the inter-model scatter.)

7.4 Observed Link Between Precipitation and Atmospheric Net Radiative Cooling

The relationship between GPCP P (converted into units of W m-2 by multiplying by the

latent heat of condensation L) and ERA Interim Qr, LdP/dQr = 1.0 ± 0.2, is weak

(Table 1) although statistically significant at the 95% confidence level allowing for

autocorrelation and it is also physically reasonable. Accounting more carefully for changes

in aerosol, cloud and water vapor may improve the observational constraint on precipi-

tation changes. For example, decadal trends in aerosol optical depth associated with global

‘‘dimming’’ and ‘‘brightening’’ (Wild et al. 2005; Mishchenko et al. 2007) are thought to

explain increases in rainfall over land during the 1990s (Wild et al. 2008; Wild and Liepert

2010).

Within the framework of the atmospheric energy budget constraint on precipitation,

scattering aerosols influence atmospheric radiative cooling and precipitation through the

surface temperature response, but absorbing aerosols also directly lead to radiative heating

of the atmosphere and thus may affect precipitation independent of surface temperature

changes (Lambert et al. 2008; Andrews et al. 2009; Ming et al. 2010; Ban-Weiss et al.

2011), as discussed in Sect. 4.2. A further influence on hydrological sensitivity relates to

greenhouse gases. Decadal trends in P are influenced by the secular rises in CO2 con-

centrations which act in a similar way to absorbing aerosols by radiatively heating the

atmosphere. Based upon these arguments, rising CO2 concentrations in the 2000s, com-

bined with stable decadal temperature, should result in a negative precipitation trend; this

is not immediately obvious from Fig. 8c.

8 Conclusions

We have given a review of many of the insights to be gained from the energetic perspective

on the response of precipitation to climate change. A number of open questions remain,

several of which we now discuss briefly.

While it is clear that the atmospheric energy budget constrains the possible changes in

global-mean precipitation, especially in warm climates, there is still some uncertainty as to

the nature of the constraint. For example, we have discussed whether it may be approxi-

mated as a purely radiative constraint by balancing latent heating with the radiative cooling

of the free atmosphere. Results presented here based on simulations with an idealized

GCM over a wide range of climates provide some support for this free-atmospheric

radiative constraint. Further work is needed to evaluate its accuracy, although the neces-

sary radiative fluxes near the top of the boundary layer are not readily available in global

observational or climate model data sets. It would be straightforward to further test the

accuracy of the free-atmospheric radiative constraint using simulations with a compre-

hensive climate model in which the necessary radiative fluxes were stored. Even if the free-

atmospheric radiative constraint is not very accurate, it may still be useful conceptually.

For example, we have shown that it gives a particularly simple explanation for the sim-

ulated response of precipitation to radiative forcing from black carbon aerosols (Sect. 4.2).
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Considerable progress has been made in quantifying the different feedbacks that con-

tribute to changes in global-mean precipitation. The results presented here [extending the

analysis of Previdi (2010)] suggest that cloud radiative feedbacks are a primary contributor

to the inter-model scatter in the response of precipitation. Further characterization of the

sources of uncertainty in the response of precipitation is desirable, with the aim of clari-

fying the extent to which these are similar to the sources of uncertainty for climate

sensitivity and of identifying the processes whose parameterization is most problematic in

this context. The need to include the changes in surface sensible heat fluxes (unless the

free-atmospheric radiative constraint is proven adequate) distinguishes the problem from

that of TOA radiative feedbacks, and it is important to develop a better understanding of

the response of surface sensible heat fluxes on different timescales and for different

forcings (cf., Liepert and Previdi 2009).

The different responses to different forcing agents have also been described, including

recent progress in quantifying the fast response of precipitation to different types of aerosol

forcing. The vertical structure of changes in water vapor, black carbon aerosols, and clouds

is expected to be important in determining the magnitude and even the sign of the pre-

cipitation response. The combination of slow and fast responses means that it is not

necessarily straightforward to relate observed or simulated transient changes in precipi-

tation to changes in temperature. An intriguing possibility is that it is more appropriate to

relate changes in precipitation to changes in radiative forcing rather than changes in

temperature; in addition to the closer agreement then found between hydrological sensi-

tivities for different forcing agents (Lambert and Faull 2007), it may be more appropriate

to relate changes in energy fluxes to one another than to changes in temperature.

We have discussed how the energetic perspective on global-mean precipitation changes

may be extended to regional precipitation changes by including horizontal energy fluxes

(DSE fluxes) in the analysis. One important question that could be addressed in such a

framework is the extent to which energetics can be used to give a simple constraint on

changes in precipitation over land (for example, in terms of radiative forcings and changes

in surface temperature). Such a constraint would be particularly useful because many of the

available historical observations of precipitation are over land rather than ocean. Lambert

and Allen (2009) found that a simple regression model for precipitation changes that was

adequate in the global-mean was not adequate over land alone, even when land-ocean

energy transports were accounted for. Nonetheless, starting from the full local energy

budget, it should be possible to systematically make approximations to derive the minimal

energetic model needed to account for changes in precipitation over land.

Currently available observations do not allow us to definitively link changes in global-

mean precipitation with changes in the radiative energy budget of the atmosphere.

Uncertainties arise for both the observed changes in radiative fluxes and precipitation, and

more extensive and longer-term observations are clearly desirable. The observations we do

have raise a number of important questions. For example, what sets the different auto-

correlation timescales of global-mean precipitation, column water vapor, and net radiative

cooling? And what are the contributions of different forcing agents to the observed

hydrological sensitivity over different time periods? These basic questions are important

for understanding observations of ongoing changes in the global hydrological cycle.

Progress could be made on several of the open questions identified here using simu-

lations which have recently become available from the Coupled Model Intercomparison

Project phase 5. In particular, the experiments designed to probe fast and slow responses

and the impacts of changes in clouds and aerosols could be used to better understand

precipitation responses in different models and emissions scenarios.
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ABSTRACT

The zonal mean relative humidity response to a doubling of CO2 in a climate model is examined using

a global climate model and an offline tracer transport model. Offline tracer transport model simulations are

driven by the output from two configurations of the climate model, one with 1979 concentrations of atmo-

spheric greenhouse gases and one with doubled CO2. A set of last saturation tracers is applied within the

tracer transport model to diagnose the dynamics responsible for features in the water vapor field. Two

different methods are used to differentiate the effects of circulation and transport shifts from spatially

inhomogeneous temperature changes. The first of these uses the tracer transport model and is achieved by

decoupling the input temperature and circulation fields; the second uses the reconstruction of humidity from

the last saturation tracers and is achieved by decoupling the tracer concentrations from their saturation

specific humidities. The responses of the tropical and subtropical relative humidities are found to be largely

dependent on circulation and transport changes, particularly a poleward expansion of the Hadley cell,

a deepening of the height of convective detrainment, a poleward shift of the extratropical jets, and an increase

in the height of the tropopause. The last saturation tracers are used to illustrate the influence of changes in

transport pathways within the GCM on the zonal mean relative humidity, particularly in the tropical upper

troposphere and subtropical dry zones. Relative humidity changes near the extratropical tropopause and in

the lower troposphere are largely dependent on changes in the distribution and gradients of temperature.

Increases in relative humidity near the extratropical tropopause in both hemispheres are coincident with

increases in the occurrence of local saturation and high cloud cover.

1. Introduction

Climate models indicate that the water vapor feed-

back is roughly equivalent to that expected from con-

stant global mean relative humidity (RH; Soden and

Held 2006; Randall et al. 2007). Analyses of observed

climate variations in the recent historical record are

consistent with this view (Soden et al. 2002; Dessler et al.

2008). A constant global mean RH does not necessarily

correspond to a static distribution of RH, however, and

even small changes can be consequential for other as-

pects of the climate (e.g., Sherwood et al. 2010).

Relative humidity is an important factor in determining

the distribution and occurrence of clouds (Sundqvist 1978;

Price and Wood 2002). An increase in the fraction of

optically thin high clouds with warming would represent

a positive feedback, as such clouds are relatively trans-

missive to sunlight, largely opaque to outgoing longwave

radiation, and have a substantially different emission tem-

perature than the surface. The converse is true for low

clouds, as the increase in solar albedo that they provide

outweighs their effect as longwave absorbers (Manabe and

Strickler 1964; Hartmann et al. 1992; Chen et al. 2000). A

greater understanding of the underlying causes of simu-

lated RH changes and their plausibility may therefore be

helpful in constraining cloud feedbacks, which currently

represent the largest source of intermodel spread in
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climate sensitivity (Randall et al. 2007). Inhomogeneity

in RH changes also impacts the distribution of both la-

tent and radiative heating, which may then project onto

the atmospheric circulation (Schneider et al. 2010), large-

scale convective organization (Gray and Jacobson 1977),

and the level at which deep convection detrains (Hartmann

and Larson 2002). Regional shifts of the climatological

distribution of RH thus have the potential to influence

climate on a wide range of scales.

Several studies have noted that the simulated RH re-

sponse to warming exhibits a distinctive zonal mean pat-

tern (Mitchell and Ingram 1992; Lorenz and DeWeaver

2007a; Sherwood et al. 2010). This pattern is character-

ized by a horseshoe-shaped decrease of relative humidity

throughout the tropical upper troposphere, subtropics,

and extratropical free troposphere, with a slightly more

pronounced decrease in the Southern Hemisphere. This

horseshoe is bracketed by an increase in relative humidity

in the tropical midtroposphere and extratropical tropo-

pause layer, as shown in Fig. 1. The RH difference shown

in Fig. 1 is averaged over 10 models in the World Climate

Research Program’s (WCRP’s) Coupled Model Inter-

comparison Project phase 3 (CMIP3) multimodel dataset,

and is calculated using time mean zonal mean relative

humidities from the final 5 yr of the slab-ocean control

(SlabCNTL) and doubled carbon dioxide (2xCO2) ex-

periments. Although the details of the signal vary among

constituent models, the qualitative pattern is largely ro-

bust. The relative humidities used to derive Fig. 1 are

those reported by the individual models andmay, thus, be

calculated by using different formulations or transitions

from saturation with respect to liquid to saturation with

respect to ice.

Relative humidity is defined in this analysis as the ratio

of specific humidity to saturation specific humidity. Sat-

uration specific humidity is a function of local tempera-

ture as expressed by the Clausius–Clapeyron equation.

Free tropospheric specific humidity is in turn determined

to leading order by the temperature and circulation

fields, where the latter includes the distribution of con-

vective transport, with condensate evaporation playing

a minor role (Sherwood 1996; Pierrehumbert and Roca

1998; Galewsky et al. 2005; Sherwood and Meyer 2006;

Wright et al. 2009).

Unsaturated air parcels conserve specific humidity. To

the extent that condensate evaporation is unimportant,

the specific humidity in unsaturated air equals the sat-

uration specific humidity at the point at which it was last

saturated. Galewsky et al. (2005, hereafter GSH) used

‘‘tracers of last saturation’’ to trace the pathways taken

by air parcels since their points of last saturation. This

technique provides insight into the ways in which the

circulation and temperature fields together determine

the distributions of atmospheric specific and relative

humidities. Here, we apply an updated formulation of

this tracer technique to the output of two integrations of

a GCM, one of which simulates the modern climate and

one of which simulates a climate with doubled CO2. The

results help to establish the relative influences of shifts

in atmospheric circulation and convective transport as

compared to inhomogeneous changes in temperature on

the characteristic RH response shown in Fig. 1.

2. Model configuration

This study employs a two-level global modeling pro-

cedure to investigate the mechanisms behind relative

humidity change in a warmer climate. First, a GCM is

run to provide 6-hourly circulation and temperature

fields that are representative of both a modern (CTL)

and doubled CO2 (WRM) climate. These meteorology

fields are then used as inputs to a global tracer transport

model, which includes an independent hydrologic cycle

and is outfitted with a last saturation tracer scheme

(GSH; Hurley and Galewsky 2010a,b).

a. General circulation model

The base meteorology for this study is generated by

two integrations of the Goddard Institute for Space

Studies (GISS) ModelE (Schmidt et al. 2006). The first

of these, designated CTL, uses atmosphere and ocean

conditions that are consistent with the year 1979, in-

cluding greenhouse gas concentrations and sea surface

temperatures. The second simulation is designated

WRM, and is performed using a slab-ocean version of

the model with the atmospheric CO2 doubled from the

FIG. 1. Zonalmean changes inRHaveraged over 10 different slab-

ocean GCMs. Dotted contours represent decreases in the 2 3 CO2

runs as compared to the control runs. Contour intervals are 2% RH;

the first dashed contour represents a 1%absolute decrease inRHand

the first solid contour represents a 1% absolute increase in RH.
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1979 value at the outset. The concentration of atmo-

spheric CO2 is held constant at 337.1 ppmv for the CTL

simulation and 674.2 ppmv for the WRM simulation.

Both model simulations are run at 28 3 2.58 latitude–
longitude resolutionwith 20 vertical levels. Advection of

temperature and water vapor conserves the potential

enthalpy and mass, and is computed using a quadratic

upstream scheme with nine higher-order moments

(Prather 1986). This yields an effective tracer resolution

of approximately 0.78 3 0.88. The model physics and

radiation are described in detail by Schmidt et al. (2006).

The sea surface temperatures and sea ice extent for

the CTL simulation follow a fixed annual cycle averaged

over 1975–84, with all other boundary conditions set to

1979 values, as discussed by Schmidt et al. (2006). This

simulation is run for 10 yr; output from the last 5 yr is

used for this analysis.

TheWRM simulation is similar to the CTL simulation,

with the addition of amixed layer heat fluxmodel (q-flux).

The initial mixed layer heat transport is prescribed using

implied values from a 5-yr climatology generated during

the CTL simulation. The net global heating at the surface

during the CTL run is 0.09 W m22, well within the

60.5 W m22 threshold recommended for a q-flux setup

run (Schmidt et al. 2006). The mixed layer depth varies

according to a fixed seasonal cycle and is assumed to be

isothermal with depth. Energy is conserved by incor-

porating fluxes between the mixed layer and a deeper

layer between the base of the current mixed layer and the

base of themixed layer at its annual maximumdepth. The

sea surface temperatures and sea ice extent are deter-

mined dynamically during the model integration.

Instantaneousmeteorological variables are saved every

6 h during each model run. Saved surface variables in-

clude orography, surface geopotential, surface tempera-

ture, surface pressure, latent heat flux, sensible heat flux,

and the zonal and meridional components of the surface

stress. Atmospheric variables are saved at all 20 vertical

levels and include the temperature, specific humidity, and

zonal and meridional winds. For compatibility with the

tracer transport model, these data are interpolated from

theModelE’s 28 3 2.58 latitude–longitude grid onto a T42
Gaussian grid using bilinear interpolation. The vertical

coordinate is unchanged.

Relative humidity is calculated from the ModelE re-

sults using the modified formulas for saturation vapor

pressure provided by the World Meteorological Organi-

zation (WMO 1988), with a linear transition from liquid

to ice between T 5 273.16 and 253.16 K. Note that this

differs from the ModelE diagnostic contributed to the

CMIP3 archive, for which RH is calculated with respect to

liquid water everywhere.We have chosen this formulation

for consistency with the other models used in this study.

b. Tracer transport model

Tracer transport is accomplished using the offlineModel

for Atmospheric Transport and Chemistry (MATCH)

developed at the National Center for Atmospheric Re-

search (NCAR) (Rasch et al. 1997). The MATCH model

uses a semi-Lagrangian advection scheme, and includes an

independent hydrologic cycle with parameterizations for

cloud physics and convection.

The MATCH integrations presented here are per-

formed using a 30-min time step, with linear inter-

polation between the 6-hourly meteorological fields.

The model is run on a T42 Gaussian horizontal grid with

20 hybrid sigma vertical levels, matching the input me-

teorological data. Tracer advection is calculated using

a semi-Lagrangian transport scheme with enforced mass

conservation (Rasch and Williamson 1990; Rasch et al.

1995). Subgrid-scale turbulent mixing is represented by

a vertical eddy diffusion parameterization.

The parameterizations for clouds and convection are

based on those developed for version 3 of the NCAR

Community Climate Model (CCM3). In particular,

MATCH uses the prognostic cloud parameterization

presented by Rasch and Kristjansson (1998) and the

convection scheme described by Hack et al. (1998). The

convective parameterization partitions the convective

transport into deep convection (Zhang and McFarlane

1995) and shallow convection (Hack 1994). Tracers are

advected both within the convective parameterization

and by the large-scale circulation.

The relative humidity in MATCH is also calculated

using the formulation given by the WMO (1988), al-

though the transition from saturation with respect to

liquid to saturation with respect to ice differs from that

used for the ModelE results. In MATCH, this transition

is accomplished by using an empirical fifth-order poly-

nomial fit between T 5 273.16 and 253.16 K.

c. Tracer formulation

The base formulation of the tracers of last saturation

follows that of GSH. Specifically, a set of N zonally

symmetric tracer domains is chosen to cover the global

troposphere. The overall distribution of tracer domains

is shown as dashed gray lines in Fig. 2. Note that each

tracer covers a limited range in latitude and a limited

range in pressure, but is global in longitude. Each grid

point between the surface and 110 hPa in the model is

contained by a domain. For any given grid point, we will

call the tracer associated with its containing domain the

local tracer (L) and all other tracers will be nonlocal

tracers (T i; i 5 1, . . . , N 2 1).

All tracers are initially set to zero. During model in-

tegration, whenever the free-tropospheric RH exceeds
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a saturation threshold of 90%, the local tracer is set to

one and all nonlocal tracers are set to zero at that point:

L(l, f, p, t)5 1

T
i
(l, f, p, t)5 0j

i51,���,N�1

S(l, f, p, t)5 0

S
amt

(l, f, p, t)5 0,

where l and f represent the longitude and latitude of

the saturated grid cell, respectively; p represents the

vertical coordinate; and t denotes the model time step.

As defined below, S and Samt are the surface source

tracers. Whenever the local RH is below the threshold

value, the tracers of last saturation are permitted to

advect and mix unchanged. An RH threshold of 90% is

chosen to reflect the fact that saturation operates at

spatial scales well below the grid scale; that is, some air

parcels in the grid volume may be at saturation even

though the mean RH for the entire volume is below

100%. The results of the tracer calculations presented in

this paper are qualitatively insensitive within reasonable

perturbations to this threshold (610% RH). This in-

sensitivity to reasonable perturbations was also noted by

GSH, and results from the sharp gradients between lo-

cations with high and low RH. That is, the locations that

experience 80% RH are very similar to the locations

that experience 90%RH, which are in turn quite similar

to the locations that experience 100% RH. Shifting the

humidity threshold down (up) leads to a slightly more

dilute (concentrated) tracer distribution, but does not

change the qualitative nature of the results (i.e., the

large-scale distribution of where air is last saturated).

We chose 90% because it gives the best reconstruction.

Using a saturation threshold of 80% results in a slight

dry bias in the reconstruction (;23% RH), while us-

ing a threshold of 100% results in a slight moist bias

(;17% RH). Saturation for the tracer scheme is de-

termined according to MATCH’s internal hydrologic

cycle, rather than the GCM output.

The evaporative source at the surface is incorporated

by treating the lowest model layer separately: all last

saturation tracers in this layer are set to zero and

a source tracer (S) is defined with a value equal to the

current specific humidity (q) in the grid cell:

T
i
(l, f, p

b
, t)5 0j

i51,���,N

S(l, f, p
b
, t)5 q(l, f, p

b
, t)

S
amt

(l, f, p
b
, t)5 1,

where pb denotes the lowest model layer. For book-

keeping purposes we also define a source amount tracer

FIG. 2. Zonal mean relative humidity reconstructed from the last saturation tracers for the CTL run (filled con-

tours), overplotted with RH as calculated by theMATCH internal hydrologic cycle (white contours; contour interval

is 20% RH). Dashed gray lines show the distribution of the tracer domains. (bottom) A point-by-point comparison

between the two modeled and reconstructed RHs for the latitude bands matching the abscissa above. Left to right,

these regions correspond to 908–308S, 308S–308N, and 308–908N. Black solid lines represent a 1:1 correspondence and

are not fits to the data.
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Samt that follows the definitions of L and T . Note that

Samt is by definition the local tracer L in the lowest

model layer, so that there are N nonlocal tracers rather

thanN2 1. The source tracer is permitted tomix, so that

the value of S at any location may reflect several ex-

cursions to the surface.

The local specific humidity q(l, f, p, t) can then be

reconstructed via the linear combination

q(l, f, p, t)5L(l, f, p, t)q*(l, f, p, t)

1 �
N�1

i
T

i
(l, f, p, t)hq

i
*i1S(l, f, p, t),

(1)

where q*(l, f, p, t) is the local saturation mixing ratio

and hqi*i represents the density-weighted mean satura-

tion specific humidity for tracer domain i. As with the

ModelE results, the saturation specific humidity in the

tracer scheme is calculated using the formulas provided

by the WMO (1988), with a linear transition from satu-

ration over liquid to saturation over ice as described in

section 2a.

The tracers generally obey the constraint

L(l, f, p, t)1�
N�1

i
T

i
(l, f, p, t)1S

amt
(l, f, p, t)5 1

(2)

in our simulations; after a brief initial spinup period,

significant deviations from this constraint occur only

above the uppermost tracer boundary at 110 hPa. RH is

then reconstructed as

RH(l, f, p, t)5
q(l, f, p, t)

q*(l, f, p, t)
, (3)

with q(l, f, p, t) determined by Eq. (1). GSH discuss

technical issues involved in this reconstruction and

quantify several sources of error. Note that although the

tracers are used to reconstruct the water vapor field,

they do not directly represent the water vapor itself; the

concentration of tracer T i in a grid cell is the fraction of

air in that grid cell that was last saturated in domain i.

Figure 2 shows a direct comparison between the mod-

eled and reconstructed zonal mean RH fields for the

MATCH integration using CTL meteorological fields as

input. The qualitative patterns match up remarkably well,

and the point-to-point comparison also indicates excellent

agreement in both the tropics and extratropics. Excluding

the model layers below 900 hPa and above 110 hPa,

where boundary layer or stratospheric influences render

the reconstruction less effective, the Pearson correlation

coefficients between modeled and reconstructed RHs

are greater than 0.95. The reconstruction breaks down

somewhat near the poles, as the tracer domains get larger.

This pixilation effect is discussed in GSH.

Figure 2 includes two adjustments to the tracer scheme

presented byGSH. First, we have altered the distribution

of the tracer domains (defined by dotted black lines).

Although the chosen domains remain zonally axisym-

metric, they now provide global coverage (as opposed to

508S–508N in GSH). The horizontal resolution of the

tracer domains is approximately 58 latitude equatorward

of 508, with a ;158 domain out to 658 and a 258 domain

extending to the pole in both hemispheres. We also in-

crease the tracer domain resolution with altitude, so

that the vertical domain sizes are roughly equivalent in

log(p) space. This allows us to better diagnose the mech-

anisms influencing the upper-tropospheric humidity, par-

ticularly in the tropics. Second, we have adjusted the

online tracer calculation to correct for extremely high

upper-tropospheric humidities (in some locations su-

persaturation with respect to liquid water) in the re-

constructions obtained using the GSH formulation. This

bias resulted from the transport of trace amounts of

source and lower-tropospheric tracers into the upper

troposphere. Although these tracer concentrations were

quite small, they were associated with values of hq*i that
were comparatively quite high and, thus, exerted a dis-

proportionately large influence on the reconstructed

humidity. We have addressed this issue by including an

online calculation of the density-weighted mean tem-

perature hTi(t)i for each tracer domain, which is de-

pendent only on time. Thus, hTi(t)i is an estimate of the

remote temperature at which an air parcel containing

only T i was saturated. At each time step, we loop

through the grid cells and assess whether the local

temperature T(l, f, p, t) is less than the tracer domain

temperature hTi(t)i for any tracer T i with nonzero

concentration in that grid cell. If so, then the entirety of

tracer T i is converted to local tracer L:

L(l, f, p, t)5L(l, f, p, t)1 T
i
(l, f, p, t)jhT

i
(t)i.T(l,f,p,t)

T
i
(l, f, p, t)5 0jhT

i
(t)i.T(l,f,p,t)

.

This adjustment to the tracer calculation compensates

for any spurious vertical tracer transport that could lead

to supersaturation in the reconstruction, and is physically

equivalent to assuming that condensate is immediately

removed at the subgrid scale in both parameterized

convective updrafts and vertical advection.

3. Simulated climate changes

Investigation of the mechanisms underlying the char-

acteristic pattern shown in the multimodel mean RH
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changes (Fig. 1) requires meteorological output from

a GCM that exhibits this pattern of change as climate

warms. Figure 3 shows the RH difference between the

WRM and CTL runs of the GISS ModelE. The changes

between these two simulations agree quite well with the

multimodel mean change qualitatively, and are of similar

magnitude. This indicates that the ModelE is a reason-

able choice for examining the root causes behind the

pattern of RH changes.

A number of studies have examined the distribution of

circulation and temperature changes in the model simu-

lations submitted to the CMIP3 intercomparison project

(e.g., Randall et al. 2007; Lorenz and DeWeaver 2007b;

Vecchi and Soden 2007; Lu et al. 2008; Gastineau et al.

2008). In general, these studies find that the tropopause

height increases; the tropical overturning circulation ex-

pands poleward, deepens, and weakens; the extratropical

jets shift poleward; the lapse rate of temperature with

altitude is reduced; and the equator-to-pole temperature

gradient in the upper troposphere is increased. These

findings are consistent with observational studies that

focus on recent historical trends in atmospheric temper-

ature and circulation (e.g., Santer et al. 2003; Seidel and

Randel 2006; Hu and Fu 2007; Allen and Sherwood 2008;

Santer et al. 2008), although there is some disagreement

with observed trends in the strength and rate of the

poleward expansion of the Hadley cell (Mitas and

Clement 2006; Johanson and Fu 2009).

Figure 4 shows simulated circulation and tempera-

ture changes between the CTL and WRM runs of the

ModelE GCM. The troposphere warms nearly every-

where (Fig. 4a, shading), with the strongest warming in

the tropical upper troposphere. This reduces the tropo-

spheric lapse rate in the tropics and subtropics. The

equator-to-pole temperature gradient is reduced in the

lower troposphere and increased in the upper tropo-

sphere. Changes in zonal mean streamfunction (Fig. 4b,

shading) indicate that the Hadley cell expands poleward

and deepens, and that tropical deep convection detrains

at a higher level. Taken together with the warming in

the tropical upper troposphere, the latter is at least qual-

itatively consistent with the fixed anvil temperature

FIG. 3. Changes in zonal mean RH between the WRM and CTL

runs of the GISSModelE. Contour intervals are 2%RHas in Fig. 1.

The gray shading represents the range of pressures between the

5-yr mean CTL tropopause pressure and the 5-yr mean WRM tro-

popause pressure, calculated according to the WMO definition of

tropopause (WMO 1957).

FIG. 4. (a) Annual mean zonal mean changes in simulated tem-

perature and zonal wind in the GISS ModelE. Shading shows

temperature with a contour interval of 1 K; white contours show

zonal wind with a contour interval of 1 m s21, with dotted contours

representing decreases. (b) Zonal mean streamfunction from the

CTL simulation (black contours) and changes in the zonal mean

streamfunction between the CTL andWRMsimulations (shading).

The zonal mean streamfunction is shown with a contour interval of

203 109 kg s21. Dashed contours (blue shading) represent (more)

clockwise circulation and solid contours (red shading) represent

(more) counterclockwise circulation. (c) Annual mean zonal mean

changes in the pressure and temperature of the model-simulated

tropopause, according to the WMO definition. The range of zonal

mean tropopause pressures (as in Fig. 3) for both simulations is

shaded in gray in (a) and (b) for reference.
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hypothesis, which postulates that tropical convective de-

trainment is constrained to occur at roughly the same

temperature as climate changes (Hartmann and Larson

2002). The strength of the Hadley circulation is very

similar between the CTL and WRM slab-ocean simula-

tions of the ModelE, with a slight strengthening or

weakening depending on the metric used. Vecchi and

Soden (2007) and others report that the tropical over-

turning circulation weakens in the CMIP3 models; how-

ever, this decrease is primarily manifested in the Walker

circulation rather than the Hadley cell. The strength of

the longitudinal Walker circulation in the ModelE de-

creases in our WRM simulation (not shown), consistent

with this consensus. Gastineau et al. (2008) show that

changes in the strength of the Hadley cell are much more

variable in CMIP3 models. Within the context of current

scientific understanding, the representation of changes in

the strength of the tropical overturning circulation is

reasonable and consistent with these expectations.

Shifts in the zonal mean zonal wind (Fig. 4a, white

contours) indicate that the extratropical jets intensify

and shift poleward in the ModelE, consistent with

the CMIP3 multimodel mean (Lorenz and DeWeaver

2007b). Figure 4c shows the zonal mean tropopause

height and temperature changes for the WMO (1957)

tropopause. Tropopause pressure (height) decreases

(increases) globally with a minimum shift in the tropics,

while tropopause temperature increases everywhere but

in the deep tropics, which exhibit a slight cooling trend.

Both of these are consistent with the CMIP3 multimodel

means (Lorenz and DeWeaver 2007b) and with obser-

vations of recent historical trends (Santer et al. 2003).

If multimodel mean trends (which in some cases are

consistent with recent historical trends in the observa-

tions) are considered as a baseline consensus, the cir-

culation and temperature changes simulated by the

GISS ModelE are generally consistent with this con-

sensus. One important caveat is that the ozone levels in

the simulations presented here are fixed at 1979 values,

so the impacts of stratospheric ozone recovery on cir-

culation and temperature changes (Son et al. 2008, 2009)

are not included in this analysis.

4. Tracer model experiments

The GCM simulations provide a means by which to

describe the control and doubled CO2 climates. The

MATCH tracer transportmodel is employed at the second

level because it affords greater flexibility. By separating

calculations of the tracer distribution from the circulation

and temperature fields that determine them, the mecha-

nisms that control the distribution of RH changes can be

better identified and isolated. It is therefore important that

the results of the MATCH runs using GISS output are

similarly able to reproduce the expected pattern of RH

change. Figure 5a shows the zonal mean difference of RH

between theWRM and CTL runs for theMATCHmodel

hydrologic cycle. The contents of this figure follow the

same general pattern and are of similarmagnitude to those

of Fig. 3. Relative errors between the two sets of simula-

tions are on the order of 20%–25% of the simulated

changes in RH (Fig. 5b).

The MATCH runs are forced using ModelE output.

This leaves two significant differences between the sim-

ulations used to prepare Fig. 3 and those used to prepare

Fig. 5: the advection scheme and the hydrologic cycle

parameterizations. The close correspondence between

FIG. 5. (a) Zonal mean changes in RH between the CTL and

WRM runs determined by the MATCH internal hydrologic cycle

using the prescribed temperatures and circulation from the GCM

simulations. Contour intervals are 2% RH as in Fig. 1. (b) Differ-

ences between the changes in RH simulated by theModelE and the

RH simulated by MATCH. Contour intervals are 2%; negative

values mean that MATCH predicts a stronger decrease or weaker

increase. The range of zonal mean tropopause pressures (as in

Fig. 3) is shaded in gray in both panels for reference.
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the pattern of RH change in MATCH and that in the

GCM suggests that the distribution of RH changes is not

strongly sensitive to the details of these two parame-

terizations. This conclusion is supported by the robust

nature of the pattern among the CMIP3 model simula-

tions, which also contain a variety of advection and mi-

crophysical parameterizations. We note, however, that

the MATCH model (Fig. 5b) and most of the individual

CMIP3 models (not shown) indicate larger changes in

RH than in the ModelE, particularly in the deep tropics,

in the tropical upper troposphere, and along the extra-

tropical tropopause.

In the absence of condensate evaporation, the relative

humidity at any given point will remain constant under

climate change so long as the saturation mixing ratio

changes by the same fraction at the point in question and

at the relevant point(s) of last saturation. Loosely

speaking (in particular, neglecting the nonlinearity of

the Clausius–Clapeyron relation), this would occur over

the entire atmosphere if the transport pathways remain

relatively constant and the temperature changes are

spatially uniform. As discussed above, however, climate

model simulations of warming predict shifts in the large-

scale circulation and distribution of convective trans-

port, and indicate that temperature changes will have

spatial structure (e.g., Randall et al. 2007; Lorenz and

DeWeaver 2007b; Lu et al. 2008). We wish to attribute

the changes in RH shown in Fig. 1 to these two factors.

To what extent are these changes driven by circulation

shifts, and to what extent are they driven by spatially

inhomogeneous temperature changes?

As a brute force method of separating the roles of

circulation and temperature, we run theMATCHmodel

with temperature and circulation fields chosen from dif-

ferent GCM simulations. MATCH is run with WRM

temperatures and CTL circulation and vice versa. This

is dynamically inconsistent, since the temperature and

winds are related through the equations of motion. On

the other hand, it is kinematically acceptable for the

purpose of diagnosing the mechanisms controlling water

vapor; the water vapor simply evolves in space and time

according to a given set of temperature and wind fields.

This approach leverages the offline tracer transport to

separate the temperature and circulation in a way that

could not be done in a dynamically consistent calculation.

Figure 6a shows RH changes between the CTL

MATCH simulation and a simulation in which theWRM

atmospheric temperatures are combined with the CTL

circulation. This difference does not show the character-

istic horseshoe-shaped pattern of RH decrease through-

out the troposphere, particularly in the tropical and

subtropical upper troposphere. It does capture the RH

increases near the extratropical tropopause and in the

tropical tropopause layer, however, as well as many as-

pects of the lower-tropospheric response. Figure 6b

shows the same quantity for a MATCH simulation in

which the WRM circulation is combined with CTL at-

mospheric temperatures. In this case, the tropical and

subtropical free-tropospheric response is captured quite

well, although the RH increase near the extratropical

tropopause does not appear. Figure 6 thus suggests that

RH changes in the tropical and subtropical troposphere

are controlled primarily by circulation changes, whereas

the increase near the extratropical tropopause and changes

in near-surface RH are controlled primarily by tempera-

ture changes.

The high-latitude tropospheric response is far too

strong in both perturbation simulations; in fact, Figs. 3

and 5 indicate that changes in these regions should be

FIG. 6. Zonal mean relative humidity changes in the MATCH

hydrologic cycle for (a) a run in which the input files containWRM

temperatures and CTL dynamics and (b) a run in which the input

files contain WRM dynamics and CTL temperatures. Contour in-

tervals are 2% RH, as in Fig. 1. The range of zonal mean tropo-

pause pressures (as in Fig. 3) is shaded in gray in both panels for

reference.
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small and of variable sign, rather than the strongly

negative response shown in both panels of Fig. 6. This

mismatch may be a consequence of removing the strong

covariability between the circulation and temperature in

the midlatitudes. It could also simply be a result of

nonlinearities: tracer transport is linear, while saturation

is nonlinear. In the tropics above 200 hPa, the RH re-

sponse is again too strong, such that both simulations

predict RH increases that are similar in sign and mag-

nitude to those in the WRM simulation. In the simula-

tion with WRM temperature and CTL circulation, this

increase is spatially quite uniform, and likely due to

sharpened temperature gradients near the tropopause

(Fig. 4). In the simulation with CTL temperature and

WRM circulation, the RH increases are confined pri-

marily to convective regions, such as over the ITCZ and

ascending branches of the Walker circulation, and are

likely related to changes in the overturning circulation.

While these simulations predict an increase in the zonal

mean RH in both cases, they do so for different reasons.

Thus, the results in Figs. 6a and 6b need not add up to

those in Fig. 5 in general, although they do so (approx-

imately) in the tropical and subtropical troposphere, and

at the extratropical tropopause.

5. Last saturation tracers

Figure 2 indicates that the tracer reconstruction of RH

agrees both qualitatively and quantitatively with the RH

simulated byMATCH using the CTLmeteorology. This

agreement translates to RH changes between the CTL

and WRM runs, as shown in Fig. 7. The reconstruction

captures much of the structure observed in both the

GISS model (Fig. 3) and the online MATCH hydrologic

cycle (Fig. 5), in particular the horseshoe-shaped RH

decrease and the increases in the tropical middle tro-

posphere and the extratropical tropopause layer. The

tracer reconstruction of RH does not capture the in-

crease of RH in the tropical tropopause layer. This is

because the reconstructed RH is approximately 100% in

both simulations. Because the tracer domains are global

in longitude, the convective and nonconvective regions

cannot be effectively distinguished, so that the convec-

tive regions set the local tracer L to be approximately 1

throughout the domain. Since the nonconvective regions

were typically last saturated in the convective regions

within the domain, they appear saturated in the re-

construction as well, leaving no potential for an increase

in the zonal mean RH as seen in Figs. 1, 3, and 5.

The broad agreement between the changes in the

simulated and reconstructedRHprovides a check on the

consistency of the tracer formulation. Since the RH re-

construction successfully captures the pattern of RH

changes in the warmer climate, the tracers can be ap-

plied to diagnose some of the relevant mechanisms.

A simple diagnostic that can be constructed from the

last saturation tracers involves separating the contribu-

tion of the changes in the local tracer L(l, f, p), which
represents the fraction of air in a grid cell (l, f, p) that

was last saturated with the tracer domain containing

that cell, from that of all the nonlocal tracers

�N�1

i T i(l, f, p). Although it only makes use of a small

fraction of the information carried by the tracers, this

diagnostic appears to explain much of the spatial struc-

ture and sign of the RH change. Figure 8 shows the zonal

and time mean changes in the concentration of L. The
pattern of changes in L agrees remarkably well with the

FIG. 7. Annual mean zonal mean changes in RH reconstructed

from the last saturation tracers. Contour intervals are 2%RH as in

Fig. 1. The range of zonal mean tropopause pressures (as in Fig. 3)

is shaded in gray for reference.

FIG. 8. Annual mean zonal mean changes in local tracer con-

centration. Contour intervals are 2%; the first dashed contour

represents a 1% absolute decrease and the first solid contour rep-

resents a 1% absolute increase. The range of zonal mean tropo-

pause pressures (as in Fig. 3) is shaded in gray for reference.
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pattern of changes in the simulated RH. In particular, if

the proportion of air that is last saturated locally de-

creases, then the RH tends to decrease, and vice versa.

This correspondence is expected, as air that was last

saturated nearby is likely to be closer to saturation now.

The close correspondence between the pattern of

changes in RH and the pattern of changes in L is par-

ticularly relevant near the extratropical tropopause in

both hemispheres. These regions experience an increase

in the concentration of local tracer L, which acts to in-

crease the RH by increasing the contribution of q*(f, p)

to q(f, p) [Eq. (1)]. This is driven in large part by the

gradient of temperature changes in the upper tropo-

sphere. In the CTL simulation, humidity near the ex-

tratropical tropopause is determined to a significant

extent by equatorward zones of last saturation. The

greatest warming occurs in the tropical upper tropo-

sphere, with gradually diminished warming toward the

poles (Fig. 4). This pattern of warming results in an in-

crease in the equator-to-pole temperature gradient in

the upper troposphere and along the extratropical

tropopause. Local temperatures in the extratropical

tropopause layer have thus cooled relative to any equa-

torward zones of last saturation. This leads to an increase

in the occurrence of local saturation, which drives an in-

crease in the RH. Figure 9a shows the mean concentra-

tion of individual tracers in the CTL simulation for an

examplepoint along the extratropical tropopause. Figure 9b

shows how these concentrations change in the WRM

simulation, and illustrates the shift from equatorward

last saturation to local saturation that occurs in this re-

gion. This increase of local saturationmay in turn lead to

an increase in the occurrence of high thin clouds near the

extratropical tropopause, with implications for cloud

radiative forcing. Examination of the ModelE output

indicates that the zonal mean ice cloud cover in these

regions increases by between 1% and 5% (not shown),

a result that is consistent with the CMIP3 multimodel

mean changes in Arctic high cloud cover presented by

Vavrus et al. (2009).

As with the MATCH perturbation simulations pre-

sented in section 4, the tracer reconstruction of RH [Eqs.

(1) and (3)] can be broken down into two components:

one representing the circulation (the tracers) and one

representing temperatures (q*) (cf.Hurley andGalewsky

2010a). This attribution is not clean, because the tem-

perature field influences the tracers as well; if the circu-

lation were held fixed, changes in temperature would

change the locations at which saturation occurs, thus

changing the tracer fields. Nonetheless, the correspon-

dence of many aspects of the results below with those

in the previous section—in which an entirely different

method with different limitations was used to separate

the roles of temperature and circulation—suggests that

there is some validity to the conclusions.

Figure 10 shows zonal mean changes in reconstructed

RH using WRM calculations of q* with CTL tracers

(Fig. 10a), and WRM tracers with CTL q* (Fig. 10b).

These results support the conclusions drawn fromFig. 6.

In particular, circulation changes appear to play a domi-

nant role in theRHchanges in the tropical and subtropical

troposphere, while inhomogeneous changes in tempera-

ture appear to control the RH increase near the extra-

tropical tropopause. These responses can be illustrated in

further detail using the last saturation tracer distributions.

Figure 11 shows changes in the concentration of two

sets of tracers in the tropical upper troposphere. The first

set (Fig. 11, left panels) indicates air that was last satu-

rated in the layer between 288 and 212 hPa, while the

second set (Fig. 11, right panels) indicates air that was last

saturated in the layer immediately above (212–150 hPa).

There is a dramatic transfer of influence from the lower

level to the upper one in the WRM simulation; the

FIG. 9. (a) Zonal mean concentration of tracers at 54.428N and

180 hPa according to the CTL simulation. Black outlines show the

boundaries of individual tracer domains; shading shows the con-

centration of tracer. The gray line represents the zonal mean tro-

popause from the CTL simulation according to the WMO defini-

tion (WMO 1957). (b) The change in zonal mean tracer concen-

trations at 54.428N and 180 hPa between the CTL and WRM

simulations. Gray shading represents the range of zonal mean

tropopause pressures, as in Fig. 3.
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concentration of the lower set of tracers decreases

throughout the tropical troposphere and appears to be

largely replacedby tracer from the upper set. This transfer

represents an upward shift in the zones of last saturation

throughout the tropics, consistent with an upward shift

in the tropopause as shown in Fig. 4b, and as expected

from the fixed anvil temperature hypothesis (Hartmann

and Larson 2002). The minimum in tracer concentration

change within the layer of interest in Fig. 11d occurs be-

cause the tracers in this region are composed of nearly

100% local tracer (L) in both the CTL and WRM simu-

lations, so that there is no potential for increase.

Figure 12 shows changes in the tracer concentrations

associated with humidity in the subtropical free tropo-

sphere. Figure 12 also shows that the extratropical zones

of last saturation for the subtropical dry zones shift up-

ward and poleward in thewarmer climate (see alsoHurley

and Galewsky 2010b). These changes are consistent with

an expansion of the tropical Hadley cell and a poleward

shift in the extratropical jets, as shown in Fig. 4. In par-

ticular, both circulation and tracer shifts are more pro-

nounced in the Southern Hemisphere. The decrease of

RH in the Southern Hemisphere is also stronger in the

ModelE, MATCH, tracer reconstruction, and CMIP3

multimodel mean. Asmentioned above, these model runs

do not include stratospheric ozone recovery, so these

asymmetries are likely due to differences in the distri-

bution of the continents and orography between the

Northern and Southern Hemispheres.

6. Summary

The zonal mean signature of the relative humidity re-

sponse to a doubling of CO2 is qualitatively robust across

climate models. This signature is characterized by a

horseshoe-shaped decrease of relative humidity in the

tropical upper troposphere, subtropics, and extratropical

FIG. 10. Zonal mean changes in RH reconstructed from the last

saturation tracers using (a) WRM temperatures and CTL tracers

and (b) WRM tracers and CTL temperatures. Contour intervals

are 2%, as in Fig. 1. The range of zonal mean tropopause pressures

(as in Fig. 3) is shaded in gray in both panels for reference.

FIG. 11. (a),(c) The percentage of air parcels that reached last

saturation within the outlined tracer domains, and (b),(d) the ab-

solute differences in this percentage between the WRM and CTL

MATCH simulations. The left panels show tracers indicating last

saturation in the 288–212-hPa layer between approximately 258S
and 258N; the right panels show tracers indicating last saturation

with the same latitude range but for the 212–150-hPa pressure

layer.
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free troposphere, with a stronger decrease in the South-

ern Hemisphere, and an increase in RH in the tropical

midtroposphere and extratropical tropopause layer.

Two climate model simulations are performed: one of

modern climate and one with doubled CO2. The hu-

midity and circulation changes between these simulations

are generally representative of the model simulations

submitted to the CMIP3 model intercomparison project.

Six-hourly meteorological output from the GCM simu-

lations is used to drive a three-dimensional offline tracer

transport model that contains both an independent hy-

drologic cycle and a zonally axisymmetric last saturation

tracer scheme. The tracers are capable of quantitatively

and qualitatively capturing both the modeled RH field

and the pattern of the RH response to warming. Two

different methods are then used to separate the role of

circulation and transport from that of temperature.

Two perturbation simulations are performed using the

tracer transport model that pairs the modern circulation

with the doubled CO2 temperatures and vice versa. The

results of these simulations indicate that the horseshoe-

shaped pattern of the RH decrease is driven primarily

by circulation shifts, particularly in the tropical and

subtropical upper troposphere, while the RH increases

near the extratropical tropopause and changes near the

surface appear to be controlled by inhomogeneities in

the temperature response to a doubling of CO2. Similar

conclusions are reached by manipulating the tracer re-

construction of RH to better differentiate between the

contributions of circulation, local temperature, and non-

local temperatures.

Much of the zonalmeanRHresponse is captured by the

binary distinction between local and nonlocal last satu-

ration tracers; that is, if the amount of air in a grid cell that

was last saturated nearby increases, the RH generally in-

creases as well, and vice versa. This correspondence is

particularly relevant near the extratropical tropopause,

which exhibits an increase in RH that is associated pri-

marily with an increase in local last saturation. Both of

these are driven in large part by the gradient of temper-

ature changes in the upper troposphere and at the tro-

popause, and lead to an increase in high clouds with

substantial implications for cloud radiative forcing in the

extratropics and Polar regions.

The last saturation tracers are used to illustrate the

influence of simulated circulation shifts on the zonalmean

RH. In particular, last saturation zones for the tropical

upper troposphere shift upward in the doubled CO2 cli-

mate, resulting in a RH decrease. This shift is consis-

tent with the upward shift of the tropopause and the

FIG. 12. As in Fig. 11, but for tracers controlling humidity in the (a)–(d) Southern Hemisphere subtropics and (e)–(h) Northern

Hemisphere subtropics.

1 SEPTEMBER 2010 WR IGHT ET AL . 4567

40



deepening of tropical convection associated with the

Hadley cell observed in the simulation. Similarly, the

tracers of last saturation that control RH in the sub-

tropical dry zones shift upward and poleward in the

warmer climate, consistent with a poleward expansion

of the tropical circulation and a poleward shift of the

extratropical jets.

The response of relative humidity to a doubling of at-

mospheric CO2 is robust among current climate models,

as are the changes in circulation and temperature that this

study identifies as key drivers of that response (e.g.,

Randall et al. 2007; Lorenz andDeWeaver 2007b; Vecchi

and Soden 2007; Lu et al. 2008; Gastineau et al. 2008).

Moreover, independent studies of global and regional

simulations of RH changes in a warmer climate have

reached similar conclusions regarding the mechanisms

that underlie these changes (Sherwood et al. 2010; Hurley

and Galewsky 2010b). We are thus confident that the

results of this study are broadly representative of the RH

response and its fundamental causes in current climate

model projections of warming. Observational studies of

recent historical trends in temperature and circulation are

generally consistent with model-simulated trends (e.g.,

Santer et al. 2003; Seidel and Randel 2006; Hu and Fu

2007; Allen and Sherwood 2008; Santer et al. 2008), al-

though significant uncertainties remain regarding the

ability of climate models to accurately reproduce the full

character and amplitude of these changes (e.g., Mitas and

Clement 2006; Johanson and Fu 2009). These uncertain-

ties must necessarily be considered when assessing the

applicability of these results to the natural world. In

practice, however, it is not possible to independently

prove whether individual simulations of future climate

are correct or not. Robust model predictions, such as

those regarding the zonal mean response of RHhumidity

to increases in well-mixed greenhouse gases and the

changes in circulation and temperature that drive it,

represent our best guess as to how the physical climate

system will respond to external forcings.
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ABSTRACT

Using the climate change experiments generated for the Fourth Assessment of the Intergovernmental
Panel on Climate Change, this study examines some aspects of the changes in the hydrological cycle that are
robust across the models. These responses include the decrease in convective mass fluxes, the increase in
horizontal moisture transport, the associated enhancement of the pattern of evaporation minus precipita-
tion and its temporal variance, and the decrease in the horizontal sensible heat transport in the extratropics.
A surprising finding is that a robust decrease in extratropical sensible heat transport is found only in the
equilibrium climate response, as estimated in slab ocean responses to the doubling of CO2, and not in
transient climate change scenarios. All of these robust responses are consequences of the increase in
lower-tropospheric water vapor.

1. Introduction

There remains considerable uncertainty concerning
the magnitude of the temperature response to a given
increase in greenhouse gases. But there are a number of
climatic responses that are tightly coupled to the tem-
perature response. Most of these are related, directly or
indirectly, to lower-tropospheric water vapor. We are
confident that lower-tropospheric water vapor will in-
crease as the climate warms. We can predict, with
nearly as much confidence, that certain other changes
will occur that are coupled to this increase in water
vapor. In this article we describe some of these robust
hydrological responses to warming.

We use the archive of coupled climate models results
organized by the Program for Climate Model Diagnosis
and Intercomparison (PCMDI) for the Fourth Assess-
ment Report (AR4) of the Intergovernmental Panel on
Climate Change as our primary tool in assessing robust-
ness. Some aspects of the hydrological responses to
warming are consistent among these models and some

are not. To study the latter requires one to understand
the consequences of different model formulations, of-
ten at a detailed level. When studying a consistent part
of the response, in contrast, one is not concerned with
the specifics of individual models, but with providing
simple physical arguments that add additional support
for the plausibility of the response. Some of these ro-
bust responses to warming are already well appreci-
ated, but we gather several together here, partly for
pedagogical reasons, and partly with the hope of moti-
vating new observational studies to determine whether
these responses, which the models predict are already
occurring, are detectable.

As in many discussions of water vapor and global
warming, our starting point is the Clausius–Clapeyron
(CC) expression for the saturation vapor pressure:

d lnes

dT
�

L

RT2 � ��T�, �1�

where L is the latent heat of vaporization and R is the
gas constant. At temperatures typical of the lower tro-
posphere, � � 0.07 K�1; the saturation vapor pressure
increases by about 7% for each 1-K increase in tem-
perature. If the equilibrium response of lower-
tropospheric temperatures to a doubling of CO2 is close
to the canonical mean value of 3 K, this corresponds to
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a 20% increase in es. Given the size of this increase, it
is important to understand which aspects of the climate
response are tightly coupled to the increase in es and
which are not. We discuss the increase in column-
integrated water vapor, the decrease in convective mass
fluxes, the increase in horizontal moisture transport,
the associated enhancement of the pattern of evapora-
tion minus precipitation and its temporal variance, and
the decrease in horizontal sensible heat fluxes in the
extratropics (in steady state), all of which are robust
responses to the increase in temperature and es.

2. Column-integrated water vapor

Before turning to the coupled model results, we show
in Fig. 1 a time series of the ocean-only tropical-mean
column-integrated water vapor based on microwave
satellite measurements from the Scanning Multichannel
Microwave Radiometer (SMMR; Wentz and Francis
1992) and the Special Sensor Microwave Imager (SSM/I;
Wentz 1997). Also shown is the corresponding simu-
lated time series, using a version of the AM2/LM2 de-
veloped at the Geophysical Fluid Dynamics Laboratory
(GFDL Global Atmospheric Model Development
Team 2004). No external parameters or forcing agents
are changing in time, except for the lower boundary
condition, which is the observed sea surface tempera-
tures (and sea ice). The quality of the agreement is
consistent with a very tight relation between sea surface

temperatures and integrated water vapor (Wentz and
Schabel 2000; Trenberth et al. 2005). Interannual vari-
ability, dominated by ENSO events and the longer-
term trend, is captured with some fidelity.

It is well known that climate models tend to maintain
a fixed tropospheric relative humidity as they warm.
The modest changes in relative humidity that the mod-
els do generate are worthy of study, but they are too
small to substantially modify the increase in column-
integrated vapor resulting from the increase in satura-
tion vapor pressure. The data in Fig. 1 do not raise any
concerns in this regard, over the tropical oceans at least.

It is perhaps worth emphasizing that column-
integrated vapor is dominated by the lower tropo-
sphere, whereas infrared water vapor feedback is domi-
nated by the upper tropical troposphere (see Held and
Soden 2000). Our focus here is not on water vapor
feedback nor on climate sensitivity but on the hydro-
logical response given a lower-tropospheric tempera-
ture change.

Using the PCMDI/AR4 archive we examine the
change in climate in the A1B scenario between the first
20 yr and the last 20 yr of the twenty-first century. We
consider only one realization from each of 20 models
(listed in Table 1). Figure 2a shows the globally aver-
aged total column water vapor plotted against the glob-
al-mean surface air temperature increase. Not surpris-
ingly, climate models obey CC scaling fairly closely. A
linear fit has a slope that is slightly greater than what
one would expect from CC scaling with global-mean
surface air temperature.

Figure 2c shows the results obtained from the 20C3M
simulations of the years 1860–2000, using the difference
between the first 20 yr and the last 20 yr of the twen-
tieth century. The result is nearly identical to that ob-
tained from the twenty-first-century projections, with
CC scaling fitting the results quite well. The larger
spread in the temperature responses in this figure is in
part a consequence of a larger contribution from noise
as compared to the smaller forced response. The fact
that the correlation is nearly as tight as in the twenty-
first-century integrations suggests that temperature
fluctuations generated internally are also accompanied
by CC scaled water vapor fluctuations, consistent with
the GFDL AM2/LM2 results in Fig. 1 on shorter time
scales.

3. The global-mean hydrological cycle

It is important that the global-mean precipitation or
evaporation, commonly referred to as the strength of
the hydrological cycle, does not scale with Clausius–
Clapeyron (see also Betts 1998; Boer 1993; Trenberth

FIG. 1. A time series of the tropical-mean (30°N–30°S), ocean-
only column-integrated water vapor from satellite observations
(dashed) and GFDL GCM simulations with prescribed SST
(solid). The satellite observations for 1979–84 are from the
SMMR (Wentz and Francis 1992) and for 1987–2004 are from the
SMM/I (Wentz 1997). The mean seasonal cycle is removed from
both the observations and model simulations, and the SMMR
anomalies are adjusted such that their mean equals that of the
model for their overlapping time period (1980–84). All time series
are smoothed using a 3-month running mean.
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1998; Allen and Ingram 2002). Figures 2b–d show how
this strength of the global hydrological cycle responds
to warming in the A1B scenario and in the 20C3M
simulations in the AR4 archive. While there is an in-
crease in strength that is correlated with increased tem-
perature across the models, there is substantial scatter
and, more importantly, the sensitivity is on the order of
2% K�1 (with a median value of 1.7% K�1), much
weaker than CC scaling. In the twentieth century, pre-
cipitation is reduced rather uniformly below the fit for
the twenty-first-century projections by about 1%. As a
result, it is only the models that warm the most strongly
that clearly show an increase in precipitation over the
twentieth century. We presume that this 	1% reduc-
tion is due to an increase over the century in absorbing
aerosols (Ramanathan et al. 2001).

The change in global-mean precipitation, or evapo-
ration, can be decomposed into a part associated with
the change in Bowen’s ratio and a part due to the net
change in radiative flux at the surface. Using an atmo-
spheric model (GFDL Global Atmospheric Model De-
velopment Team 2004), we have computed instanta-
neous radiative flux perturbations created by increasing
atmospheric and surface temperatures throughout the
troposphere by 1 K, holding relative humidity and
clouds fixed. Averaging over a year and the globe, the
result is an increase of only 0.7 W m�2 in the net down-
ward radiation at the surface. The increase in absorbed
solar flux associated with the reduction in surface al-
bedo is 	0.3 W m�2 K�1 warming averaged over the

AR4 models (Soden and Held 2006; Winton 2006). The
combination of the radiative effect of uniform warming
and the increase in albedo can explain at best 1 W m�2,
or about a 1% K�1 increase. A doubling of CO2 holding
the atmospheric state fixed increases the net flux by
0.66 W m�2, or roughly 0.7%, but this term should
cause a small positive intercept along the precipitation
axis in Fig. 2b rather than a change in slope. A decrease
in Bowen’s ratio plays a significant role in generating
the 
P versus 
T slope generated by the models, but it
also cannot compete with CC scaling; the latent heating
is already dominant over the sensible, so there is little
room for an increase with fixed radiative flux. Cloud
feedbacks likely contribute to the scatter among the
models. In any case, a sensitivity smaller than that im-
plied by CC scaling is clearly to be expected. [For rea-
sons that are unclear, some one-dimensional radiative–
convective models predict sensitivities of the global hy-
drological cycle as large as 4% K�1 (Lindzen et al. 1982;
Pierrehumbert 2002).]

4. Mass exchange between the boundary layer and
free troposphere

The fact that the strength of the global-mean hydro-
logical cycle increases more slowly than does the mixing
ratio near the surface has important consequences for
the atmospheric circulation (Betts 1998). We can think
of parcels of air leaving the boundary layer for the free

TABLE 1. A list of PCMDI AR4 model simulations used in the analysis of the 20C3M and SRES A1B scenarios. Some models are
omitted from figures due to missing variables.

Model Modeling center

BCCR BCM2 Bjerknes Center for Climate Research
CCCMA CGCM3 Canadian Centre for Climate Modelling and Analysis
CNRM CM3 Center National de Recherches Meteorologiques
CSIRO Mk3 Commonwealth Scientific and Industrial Research Organisation (CSIRO) Atmospheric Research
GFDL CM2.0 Geophysical Fluid Dynamics Laboratory
GFDL CM2.1 Geophysical Fluid Dynamics Laboratory
GISS AOM Goddard Institute for Space Studies
GISS EH Goddard Institute for Space Studies
GISS ER Goddard Institute for Space Studies
IAP FGOALS1 Institute for Atmospheric Physics
INM CM3 Institute for Numerical Mathematics
IPSL CM4 Institut Pierre Simon Laplace
MIROC(hires) Center for Climate System Research
MIROC(medres) Center for Climate System Research
MIUB ECHO Meteorological Institute University of Bonn
MPI ECHAM5 Max Planck Institute for Meteorology
MRI CGCM2 Meteorological Research Institute
NCAR CCSM3 National Center for Atmospheric Research
NCAR PCM1 National Center for Atmospheric Research
UKMO HadCM3 Met Office’s Hadley Centre for Climate Prediction
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troposphere carrying large boundary layer mixing ra-
tios, condensing and precipitating much of this vapor,
and returning with much smaller vapor content. If we
ignore this return flow of vapor, we have simply, in the
global mean, P � Mq, where P is the precipitation, M
is the mass exchanged per unit time, and q is a typical
boundary layer mixing ratio. (The mass flux in nonprec-
ipitating shallow convection should be excluded from
M.) Since q scales with CC but P increases more slowly,
M must decrease rapidly, albeit a bit less rapidly than
the CC rate. There are a number of ways of measuring
the strength of the atmospheric circulation, but by this
particular measure, the circulation must weaken as the
climate warms. We can, alternatively, speak of the

mean residence time of water vapor in the troposphere
as increasing with increasing temperature (Roads et al.
1998; Bosilovich et al. 2005).

Since the bulk of the evaporation and precipitation
occurs in the Tropics, this argument is relevant for the
Tropics in isolation. We therefore expect the mass flux
in precipitating convective towers to decrease with in-
creasing temperature. In most comprehensive climate
models, this convective mass flux is not explicitly simu-
lated by the resolved motions but is estimated by sub-
grid-scale closure theories. One might think that little
confidence should be placed in the rate of change of
convective mass transport with increasing temperature
predicted by these models, given the uncertainties in

FIG. 2. Scatterplot of the percentage change in global-mean column-integrated (a),(c) water vapor and (b),(d) precipitation vs the
global-mean change in surface air temperature for the PCMDI AR4 models under the (a),(b) Special Report on Emissions Scenarios
(SRES) A1B forcing scenario and (c),(d) 20C3M forcing scenario. The changes are computed as differences between the first 20 yr and
last 20 yr of the twenty-first (SRES A1B) and twentieth (20C3M) centuries. Solid lines depict the rate of increase in column-integrated
water vapor (7.5% K�1). The dashed line in (d) depicts the linear fit of �P to �T, which increases at a rate of 2.2% K�1.
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these closure theories. But the constraints described
above operate in the models whether or not the mass
flux is resolved by the model or contained in the sub-
grid-scale closure. Figure 3a is a plot of the time evo-
lution of the fractional changes in global-mean precipi-
tation and column-integrated water vapor. Figure 3b is
the corresponding plot of the global-mean subgrid-scale
convective mass flux in GFDL’s CM2.1 model at 500
mb as a function of time in its A1B scenario, and that
predicted from P/q assuming that q follows CC scaling
at 7% K�1 and taking P from the model: 
M/M � 
P/P
– 0.07
T. The temperature change 
T and the fractional
precipitation change 
P/P are also shown in the figure.

We do not have access to the convective mass fluxes

from most of the models in the PCMDI/AR4 archive to
test directly for the robustness of this result, but to the
extent that one can simply set M � P/q, the results in
Fig. 2 show that this mass flux decreases in all models.

The reduced upward convective mass flux implies a
reduction in the compensating radiatively induced sub-
sidence in the Tropics. An alternative argument for
weaker tropical mass exchange is provided by Knutson
and Manabe (1995), who focus on the compensating
subsidence. Temperatures in the Tropics are dynami-
cally constrained to be very uniform above the plan-
etary boundary layer. In the deep convecting regions,
the atmosphere is close to the moist adiabat determined
by the moisture content in the boundary layer in those
regions. In nonconvecting regions, the free-tropospheric
temperatures must be close to the same moist adiabat.
[See Santer et al. (2005) for confirmation that the AR4
models behave in this simple way.] In regions with no
deep convection, the radiative cooling Q balances the
adiabatic warming associated with the subsidence: Q �
��/�p, where � is the potential temperature and  is
the vertical p velocity. On a moist adiabat, ��/�p aver-
aged over the troposphere is proportional to Lq, where
q is the boundary layer mixing ratio. The dry stability in
the model Tropics increases as the temperature and the
low-level moisture increase, following CC scaling. Since
Q � P the radiative cooling of the troposphere does not
increase as rapidly as the increase in stability, and the
subsidence weakens, at the rate of 
/ � 
P/P � 
q/q,
just as before.

The observed trend over the past two decades in the
tropical lapse rate remains a subject of controversy (see
Santer et al. 2005). In the context of this paper, we
provisionally assume that this controversy will be
settled in favor of a tropical atmosphere that stays close
to a moist adiabat. Otherwise the models are seriously
deficient, and aspects of these arguments will need to
be revisited.

A reduction in the mass exchange in the Tropics does
not necessarily entail a proportional reduction in the
strength of the mean tropical circulation. In the ideal-
ized problem of horizontally homogeneous radiative
convective equilibrium, there is no mean circulation,
yet the argument presented continues to hold and one
still expects a reduction in convective mass flux with
increasing temperature. One can think of the mean cir-
culation as the superposition of a radiatively driven
subsidence and an upward convective mass flux. Redis-
tribution of the latter can change the strength of the
circulation independently of the radiatively driven sub-
sidence.

The spatial variance over the Tropics of the convec-

FIG. 3. (a) The change in global-mean surface air temperature,

T (solid), fractional change in precipitation, 
P/P (dashed), and
column-integrated water vapor, 
q/q (dotted). (b) The fractional
change in global-mean convective mass flux 
M/M (solid) and the
corresponding change in 
P/P � �
T (dashed). All results are
from the GFDL CM2.1, and the time series are smoothed using a
5-yr running mean.
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tive mass flux is a convenient measure of the strength of
the circulation driven by convection. If the reduction in
the mass flux is everywhere proportional to the preex-
isting mass flux, then the variance should decrease at
twice the rate of the mean mass flux: 2(
P/P � 
q/q) ≅
10% K�1. The rate of reduction in CM2.1 (Fig. 4) is
	25% for a 	3-K warming, somewhat smaller than the
expectation based on a proportional reduction, indicat-
ing that there is modest redistribution of convection
toward less uniformity, causing the circulation to
weaken more slowly than one would expect based on
the total mass flux scaling itself. (In this calculation, we
compute the variance for each monthly mean and then
average over time, and define the Tropics to be be-

tween 30°N and 30°S). We can divide this variance of
the tropical convective mass flux into a part due to the
zonal-mean mass flux and a part due to the stationary
eddy mass flux (we refer to this eddy contribution as
due to “stationary” eddies since we start with monthly
mean data). One can then ask if the reduction in vari-
ance takes place in the stationary eddy component or in
the zonal mean. (In CM2.1, the zonal-mean variance
accounts for 40% of the total variance.) As the climate
warms, the reduction in total variance is dominated by
a reduction of the stationary eddy component (Fig. 4a).
The fractional reduction (Fig. 4b) in the stationary eddy
component (10% K�1) is consistent with CC scaling,
while the fractional reduction in the zonal-mean com-
ponent (4% K�1) is substantially smaller than that ex-
pected from CC scaling.

The implication is that the redistribution of convec-
tion is such as to increase the variance of the zonal
mean, so that the circulation consistent with this com-
ponent, the zonal-mean Hadley cell, does not decrease
in strength as fast as CC scaling of the mass flux would
suggest. See Mitas and Clement (2005) for a discussion
of the modest weakening of the (wintertime) Hadley
cell in most of the AR4 models. We suspect that the
zonal-mean Hadley cell is restricted by other factors
from decreasing in strength as strongly as implied by
the CC scaling of the mass flux

Mitas and Clement (2005) also discuss the trend to-
ward increasing strength of the Hadley cell in the Na-
tional Centers for Environmental Prediction–National
Center for Atmospheric Research (NCEP–NCAR) re-
analysis and 40-yr European Centre for Medium-Range
Weather Forecasts (ECMWF) Re-Analysis (ERA-40)
over the past 20 yr. We are aware of no models that
simulate such an increase, but it would not necessarily
be inconsistent with our line of argument if there were
sufficient reorganization of the convection strengthen-
ing meridional contrasts at the expense of zonal con-
trasts. But our tentative working hypothesis is that
these trends are artifacts of the reanalysis related to the
fact that the tropical lapse rate in the radiosonde data is
increasing (Santer et al. 2005) rather than staying close
to a moist adiabat. Inappropriately nudging a model
toward a more unstable tropical lapse rate in an analy-
sis cycle, by this hypothesis, will result in an artificial
increase in convection and artificial intensification of
the Hadley cell.

5. Moisture transport

A very important consequence of the increase in
lower-tropospheric water is the increase in horizontal

FIG. 4. Time series of the (a) absolute and (b) fractional change
in spatial variance of monthly mean convective mass flux at 500
mb over the Tropics. Results are shown separately for the total
(solid), zonal-mean (dashed), and eddy (dotted) components of
the variance. All results are from the GFDL CM2.1, and the time
series are smoothed using a 5-yr running mean.
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vapor transport within the atmosphere. Consider the
time-averaged, vertically integrated, horizontal trans-
port of vapor F. The convergence of this transport bal-
ances the difference between evaporation and precipi-
tation. A seemingly simplistic but useful starting point
for discussion is the assumption that the response of F
is everywhere dominated by the change in lower-
tropospheric mixing ratios rather than changes in the
flow field, so that the transport also exhibits CC scaling:

�F

F
�

�es

es
� ��T. �2�

The relevant temperature change is the change in the
lowest 2 km or so since this is where the bulk of the
water vapor resides.

A somewhat different argument can be made based
on a simple diffusive picture of midlatitude eddy fluxes.
If moisture and temperature are diffused with the same
diffusivity, then the ratio of the latent heat transport
FL � LF to the sensible heat transport FS will be the
ratio of the gradient of cpT to the gradient of Lq �
Lhqs, where h is the relative humidity (assumed to be
constant once again). Setting (�qs/�y) � (dqs/dT)(�T/�y)
and � � (L/cp)(dqs/dT), we have FL/FS � h�. As tem-
peratures increase, � increases, and the fractional
change in the moisture transport is
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Since the temperature dependence of es is predomi-
nately exponential, the ratio of the second derivative of
es to its first derivative is essentially � once again:

�FL

FL
�

�FS

FS
� ��T. �4�

If one assumes that the eddy sensible heat transport
does not change, one finds a similar result to that ob-
tained above with the simpler assumption of fixed flow.
We return to the relationship between latent and sen-
sible transports below.

We compute 
F per unit global warming in each of
the AR4 integrations and then average over the model
ensemble and plot the result in Fig. 5a. Also shown is
the simple prediction, �
T F, where 
T is the zonal- and
annual-mean temperature change per unit global
warming. (We compute this estimate for each model
and then average over all models.) For Fig. 5b, we lo-
cate the midlatitude maximum in the annual-mean

poleward moisture transport in each model (and each
hemisphere) and plot the fractional change in this flux
at this latitude in the A1B scenario, as a function of the
change in global-mean surface temperature. Despite
some scatter, the correlation is clear, with a slope of
roughly 5% K�1. If one plots against the temperature
change at this latitude, rather than the change in global-
mean temperature, the slope in the Northern Hemi-
sphere is reduced (to roughly 4% K�1) while the slope
in the Southern Hemisphere is increased. The quanti-
tative departures from precise CC scaling are signifi-
cant, especially in the Northern Hemisphere when

FIG. 5. (a) The change in zonal-mean northward moisture trans-
port, F, from the ensemble mean of PCMDI AR4 models under
SRES A1B scenario (solid) and the corresponding thermody-
namic contribution (dashed) predicted from (2). (b) Scatterplot of
the percentage change in the maximum poleward moisture trans-
port, Fmax, vs the global-mean 
T for individual models. Results
are shown separately for the Northern Hemisphere (filled) and
Southern Hemisphere (open).
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using the local rather than global-mean temperature
responses, but it is apparent that the CC increase in
vapor determines the basic structure of the response.

An increasing poleward moisture flux with increasing
temperature is explicitly assumed or is implicitly gen-
erated in most simple energy balance climate models in
which one tries to include the poleward moisture flux
(e.g., Nakamura et al. 1994) and has been remarked
upon in GCM global warming simulations since the in-
ception of this field (Manabe and Wetherald 1975). It is
reassuring but not surprising to find this behavior in the
comprehensive AR4 models as well.

The result for precipitation minus evaporation is

��P � E� � �� · ���TF�. �5�

If one can remove 
T from the derivative, assuming
that P � E has more meridional structure than 
T, then
P � E itself satisfies CC scaling:

��P � E� � ��T�P � E�. �6�

The pattern of P � E is simply enhanced, becoming
more positive where it is already positive and more
negative where it is negative.

One expects this simple balance to be most relevant
over the oceans, where low-level relative humidity is
strongly constrained, as well as over well-watered land
regions. Over arid or semiarid land surfaces, changes in
mean low-level relative humidity are not constrained to
be small. In these regions, it is, rather, the runoff, P �
E, and the flux divergence that are constrained to re-
main small. The approximation in (5) can potentially
predict the unphysical result that P � E � 0 over land;
the modified version (6) has the accidental advantage in
this regard that it predicts that P � E will simply remain
small where it is already small.

Figure 6 shows the composited change in the zonal-
and annual-mean P � E and the change predicted by
(6). We use the zonal- and annual-mean change in the
surface air temperature, and simply assume that � �
0.07 K�1 to predict a 
(P � E) distribution for each

FIG. 6. The zonal-mean 
(P � E) from the ensemble mean of
PCMDI AR4 models (solid) and the thermodynamic component
(dashed) predicted from (6). Results are shown from simulations
using the (a) 20C3M, (b) SRES A1B, and (c) 2�CO2 slab equi-
librium forcing scenarios.
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model from its zonal- and annual-mean P � E, from
(6). We then divide by the global-mean temperature
change before averaging over all models to compute
both the model and the predicted change in P � E per
unit global warming. There are three panels in the fig-
ure, corresponding to the change simulated by the AR4
models in the twentieth century (between the periods
1900–20 and 1980–2000; Fig. 6a), the change between
the years 2000–20 and 2080–2100 in the A1B scenario
(Fig. 6b), and the equilibrium response to a doubling of
CO2 in slab ocean versions of these models (Fig. 6c).
The latter equilibrium responses with fixed (implied)
oceanic heat fluxes are particularly distinguished from
the transient integrations by much larger warming in
high southern latitudes.

The fit, which has no free parameters, is rather im-
pressive for these composites; it can be somewhat less
accurate for individual models, presumably because the
part of the response of P � E, related to changes in
circulation and, potentially, relative humidity, differs
from model to model more than does this simple ther-
modynamic component.

The fit is somewhat better than one might expect in
fact, given the many simplifications made in the deri-
vation, including the neglect of the correlation between
F and 
T in the seasonal cycle.

The difference between the actual response and this
simple fixed flow-fixed relative humidity response
clearly shows the effects of the poleward movement of
the storm tracks in both hemispheres, which displaces
the poleward boundary of the dry subtropical zones
with P � E � 0 farther poleward. The differences be-
tween response and prediction are especially large over
the Southern Ocean, where the increase in poleward
moisture flux is underestimated, most substantially in
the twentieth century. This overestimate in the South-
ern Hemisphere is reduced in the A1B twenty-first-
century simulations, while in the equilibrated slab
ocean runs, which allow the Southern Ocean to warm,
the prediction is equally good in both hemispheres.

Given the discussion in the preceding section of the
reduction in mass exchange between the boundary
layer and the interior of the troposphere, especially in
the Tropics, one might wonder why this prediction for
the change in P � E, assuming no change in flow or
low-level relative humidity, works as well as it does in
the Tropics. If the mass flux in the Hadley cell were
reduced in strength following CC scaling, for example,
it should cancel the effects of increasing vapor and re-
sult in no increase in equatorial rainfall. Clearly this
does not occur (although there is a tendency for the
simple theory to overestimate the subtropical drying).
We have argued that slowdown of the mean meridional

circulation need not follow the CC scaling of the reduc-
tion in the mass exchange, but we admit to being sur-
prised that this simple expression works as well as it
does in the zonal mean. A methodology for a more
satisfying analysis of tropical precipitation responses to
global warming is outlined by Chou and Neelin (2004).
The fixed flow-fixed relative humidity response is but
one term in their analysis.

Figure 7 shows the geographical distribution of the
annual-mean change in P � E as well as the prediction,
0.07
T (P � E). Here 
T is the local annual-mean tem-
perature change. Once again, we composite across the
models after normalization by the global-mean tem-
perature response. While it is not accurate enough in
isolation to be used as a basis for projections of regional
hydrology, this simple thermodynamic constraint is
clearly an important component of many regional
changes, at least for subtropical to subpolar latitudes.
The impression from this figure is that this thermody-
namic constraint combined with a simple theory for the
poleward expansion of the subtropics might provide a
useful first approximation outside of the deep Tropics.

There are other interesting ways of dividing the local
hydrologic response into “thermodynamic” and “dy-
namic” components—see, for example, Emori and
Brown (2005), who also find a “dynamical” weakening
of precipitation consistent with a reduction in convec-
tive mass flux.

To convert this prediction for 
(P � E) into a theory
for 
P, we need an expression for 
E. A simple choice
is to assume that the evaporation increases proportion-
ally to the control evaporation. The global-mean in-
crease in evaporation is 2% K�1 so the resulting ex-
pression for the precipitation response per unit global
warming is

�P � 0.07 �T �P � E� � 0.02E. �7�

Figure 8 shows the result for the zonal means in the
A1B runs for both 
P and 
E.

Because the interesting reduction in evaporation in
the Southern Ocean is not captured by this simple fit to

E, the resulting fit for 
(P � E) substantially overes-
timates the increase in precipitation in these southern
latitudes.

Droughts and floods can be thought of as produced
by low-frequency variability in the flow field and there-
fore in the moisture transport. If we make the conser-
vative assumption once again that the statistics of this
variability remain unchanged while the magnitude of F
increases, then the intensity of both floods and
droughts will increase, as more water is transported by
any particular anomalous flow from the region of
anomalous vapor convergence to the region of anoma-
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lous vapor divergence. Dry and marginal land areas,
where sensitivity to drought is the greatest, are once
again not strongly constrained by his kind of argument.
Figure 9 shows the zonal-mean change in variance V of
monthly mean anomalies in P � E (local anomalies
from the respective climatological seasonal cycles, with
the zonal averaging performed after computing the lo-
cal variance) and the CC scaling prediction: 
V/V �
2�
T. [See Raisanen (2005) for a related analysis of the

CMIP2 models.] The models’ increase in variability is
uniformly smaller than anticipated from CC scaling of
the flux, a result that we are tempted to attribute to the
weakening in the mass exchange discussed in section 4.

6. Poleward energy transport

The increased amplitude of the poleward vapor
transport implies increased amplitude in the meridional

FIG. 7. The annual-mean distribution of 
(P � E) from the ensemble mean of (a) PCMDI
AR4 models and (b) the thermodynamic component predicted from (6) from the SRES A1B
scenario.
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transport of latent energy. The total poleward energy
transport is the sum of this latent energy transport plus
the transport of dry static energy. It is of interest to
examine the extent to which changes in sensible heat
transport compensate for the changes in latent trans-
port. This compensation is clearly seen in a variety of
equilibrium responses of GCMs to warming and cool-
ing [see the first such calculation in Manabe and Weth-
erald (1975)].

We first examine this compensation in the equilib-
rium responses to doubling CO2 using the flux-adjusted
slab ocean models. This is a simpler case than the tran-
sient warming experiments in that there is no change in
the flux into the oceans. The composite over all models
(Fig. 10a) shows the expected compensation. Since the
latent transport is equatorward in the Tropics but pole-
ward in midlatitudes, one sees an increased poleward
dry static energy transport in the Tropics but a de-

creased transport in midlatitudes, a fundamental dis-
tinction between the tropical and extratropical re-
sponses to warming. The tropical increase is accom-
plished by an increase in the depth of the Hadley
circulation and a reduction in the lapse rate, both of
which contribute to the needed increase in the dry static
energy difference between poleward and equatorward
flows, overcompensating for any reduction in Hadley
cell strength. The reduction in the extratropical pole-
ward dry static energy transport is generated by a re-
duction in the eddy sensible heat transport.

If one inspects the magnitude of the total transport
and its moist and dry components, one finds that the
decrease in the sensible component compensates for
about 70% of the latent transport increase at 45° lati-
tude, near the maximum in the total transport. It would
be of interest to try to understand this number, but here
we are primarily concerned with the implications of this
compensation for the CC scaling of the moisture trans-
port. Returning to (4), rather than assuming that the
eddy sensible heat transport is unchanged, we consider
the implications of a compensation of given strength �:

�FS�FS � ��FL�FL, �8�

where � ≅ 0.7 for these slab ocean simulations. We also
need the ratio of latent to sensible transport in the un-
perturbed climate FL � �FS. The constant � is a strong
function of temperature and therefore of latitude. Its
value is �1 at the maximum in the total transport. The
resulting modification to CC scaling is

�FL

FL
�

��T

1 � ��
. �9�

FIG. 8. The zonal-mean (a) 
E and (b) 
P from the ensemble
mean of PCMDI AR4 models (solid) and the thermodynamic com-
ponent (dashed) predicted from (7) from the SRES A1B scenario.

FIG. 9. The zonal-mean change in variance of monthly mean
(P � E), 
V, from the ensemble mean of PCMDI AR4 models
(solid) and the thermodynamic component (dashed) from the
SRES A1B scenario.
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The expression predicts that the increase in the extra-
tropical moisture flux will be about 60% of the CC
scaling value at 45° latitude. This estimate is only meant
as a rough indication of how much difference we might
expect between models in which the increased latent
flux is compensated by a decrease in the sensible flux
and models in which there is no compensation. As one
moves poleward, � decreases, and the effects of com-
pensation on the latent flux response should be smaller.

Turning to the integrations for the A1B transient sce-
nario, the results for the heat fluxes are provided in Fig.
10b. A surprising result here is that there is little or no
compensation of the increased extratropical latent flux
in either hemisphere. The difference between the tran-
sient warming scenario and the equilibrated slab ocean

models in this respect is striking. Inspection of the
fluxes at the top of the atmosphere (Fig. 11) shows that
this increased total atmospheric poleward flux in the
transient experiments is not radiating out the top of the
atmosphere but is passed to the oceans instead. In con-
structing this figure, we first take the flux into the
ocean, remove its global mean, and then integrate from
one pole to the other, yielding the sum of ocean trans-
port and differential heat storage. The change in this
quantity is the dotted line labeled “ocean” in the figure.
The “total” is the sum of this ocean contribution and
the change in atmospheric transport and can be com-
puted by integrating the fluxes at the top of the atmo-
sphere, after removing the global mean. One sees that
the changes in the top of atmosphere fluxes are not very
different than in the slab ocean case. It is the oceanic

FIG. 10. The change in zonal-mean northward atmospheric en-
ergy transports (a) from 2�CO2 slab equilibrium simulations and
(b) from SRES A1B transient simulations. Results are shown for
the total atmospheric energy transport (solid), the sensible energy
transport 
Fs (dashed), and the latent energy transport 
FL (dot-
ted).

FIG. 11. The change in zonal-mean energy transports for the
atmosphere 
Fa (dashed), ocean 
Fo (dotted), and atmosphere �
ocean (solid) from (a) the 2�CO2 slab equilibrium simulations
and (b) SRES A1B simulations. The oceanic contribution in-
cludes the differential heat storage, as described in the text.
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contribution that compensates the increased latent
transport in the extratropics in the transient warming,
rather than a reduction in sensible transport. This oce-
anic differential storage plus transport should, there-
fore, obey CC scaling.

One lesson that this result provides is that it is not
that the atmosphere prefers to maintain the same total
atmospheric flux, but that it prefers not to change the
basic gradient in the top-of-the-atmosphere net radia-
tive flux. In the face of the unavoidable increase in the
poleward extratropical latent heat transport, in the
equilibrated system there is no alternative but a de-
crease in the sensible transport. In the transient case,
one can divide the necessary adjustment between the
sensible heat transport and differential oceanic heat
storage plus transport. If we assume that the sensible
heat transport reacts to changes in meridional tempera-
ture gradients, it is plausible that the reduction of the
sensible heat transport in the Southern Hemisphere in
the transient experiments is retarded, since the South-
ern Ocean temperatures are very slow to warm and the
resulting increased meridional gradient would work
against any such reduction. What is unanticipated is
that the results look very similar in the Northern and
Southern Hemispheres, despite the polar amplification
at low levels and the resulting reduction in the meridi-
onal gradient in the Northern Hemisphere. One pos-
sible interpretation is that the polar amplification over
land has little impact on the oceanic storm tracks where
much of the heat transport takes place.

On the basis of the diffusive picture leading to (9),
one would expect a model with compensation to show
a smaller response in the moisture flux, per unit warm-
ing, than a model without compensation. This does
seem to be the case in the Southern Hemisphere in Fig.
6, since the scaled P � E decreases as one moves from
the twentieth century and A1B simulations to the equi-
librium slab runs, but the results in the Northern Hemi-
sphere are less clear. These distinctions between equili-
brated and transient simulations are deserving of closer
examination.

7. Conclusions

A number of important aspects of the hydrological
response to warming are a direct consequence of the
increase in lower-tropospheric water vapor. Because
the increase in strength of the global hydrological cycle
is constrained by the relatively small changes in radia-
tive fluxes, it cannot keep up with the rapid increase in
lower tropospheric vapor. The implication is that the
exchange of mass between boundary layer and the
midtroposphere must decrease, and, since much of this

exchange occurs in moist convection in the Tropics, the
convective mass flux must decrease. In many popular,
and in some scientific, discussions of global warming, it
is implicitly assumed that the atmosphere will, in some
sense, become more energetic as it warms. By the fun-
damental measure provided by the average vertical ex-
change of mass between the boundary layer and the
free troposphere, the atmospheric circulation must, in
fact, slow down. This large-scale constraint has little
direct relevance to the question of how tropical storms
will be affected by global warming, since the mass ex-
change in these storms is a small fraction of the total
tropical exchange.

In contrast, assuming that the lower-tropospheric
relative humidity is unchanged and that the flow is un-
changed, the poleward vapor transport and the pattern
of evaporation minus precipitation (E � P) increases
proportionally to the lower-tropospheric vapor, and in
this sense wet regions get wetter and dry regions drier.
Since the changes in precipitation have considerably
more structure than the changes in evaporation, this
simple picture helps us understand the zonally averaged
pattern of precipitation change. In the extratropics, one
can alternatively think of the diffusivity for vapor and
for sensible heat as being the same, with similar conse-
quences for the change in the vapor transport. If one
assumes that the statistics of the flow are also un-
changed, one obtains estimates of the increase in vari-
ance of E � P (the increased intensity of “droughts and
floods”) that are reasonable but overestimate the re-
sponse of the model variances, perhaps because of the
decrease in the strength of the mass exchange.

In the Tropics, one confidently expects compensation
between the increase in the equatorward latent heat
transport and an increase in poleward dry static energy
transport; otherwise the net transport in the Tropics
would change sign. One also expects a decrease in the
poleward sensible heat flux in the extratropics, as seen
in many previous GCM studies. Surprisingly we see this
decrease only in the equilibrium climate response as
estimated with slab ocean models, and not in the tran-
sient climate change experiments. Particularly intrigu-
ing is the response in the Northern Hemisphere, where
there is no reduction in the sensible heat transport de-
spite the reduction in the zonal-mean temperature gra-
dient at low levels associated with polar amplification
of the warming. An implication of this result is that one
can estimate the differential oceanic heat storage plus
transport (the heat entering the ocean, with the global
mean removed) directly from the Clausius–Clapeyron-
dominated response of the latent heat transport.

To the extent that we have simple plausible physical
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arguments that support the model consensus, we be-
lieve that one should have nearly as much confidence in
these results as one has in the increase in temperature
itself.

Acknowledgments. We are grateful for valuable com-
ments and discussions on this work with G. Vecchi, A.
Leetmaa, D. Neelin, and an anonymous reviewer. We
also acknowledge the international modeling groups for
providing their data for analysis, the Program for Cli-
mate Model Diagnosis and Intercomparison (PCMDI)
for collecting and archiving the model data, the JSC/
CLIVAR Working Group on Coupled Modeling and
their Climate Simulation Panel for organizing the
model data analysis activity, and the IPCC WG1 TSU
for technical support. The IPCC Data Archive at
Lawrence Livermore National Laboratory is supported
by the Office of Science, U.S. Department of Energy.
This work was partially supported by a grant from the
NASA Energy and Water Cycle Study.

REFERENCES

Allen, M. R., and W. J. Ingram, 2002: Constraints on future
changes in the hydrological cycle. Nature, 419, 224–228.

Betts, A. K., 1998: Climate–convection feedbacks: Some further
issues. Climatic Change, 39, 35–38.

Boer, G. J., 1993: Climate change and the regulation of the surface
moisture and energy budgets. Climate Dyn., 8, 225–239.

Bosilovich, M. G., S. D. Schubert, and G. K. Walker, 2005: Global
changes in water cycle intensity. J. Climate, 18, 1591–1608.

Chou, C., and J. D. Neelin, 2004: Mechanisms of global warming
impacts on regional tropical precipitation. J. Climate, 17,
2688–2701.

Emori, S., and S. J. Brown, 2005: Dynamic and thermodynamic
changes in mean and extreme precipitation under changed
climate. Geophys. Res. Lett., 32, L17706, doi:10.1029/
2005GL023272.

GFDL Global Atmospheric Model Development Team, 2004:
The new GFDL global atmosphere and land model AM2–
LM2: Evaluation with prescribed SST simulations. J. Climate,
17, 4641–4673.

Held, I. M., and B. J. Soden, 2000: Water vapor feedback and
global warming. Annu. Rev. Energy Environ., 25, 441–475.

Knutson, T. R., and S. Manabe, 1995: Time-mean response over
the tropical Pacific to increase CO2 in a coupled ocean–
atmosphere model. J. Climate, 8, 2181–2199.

Lindzen, R. S., A. Y. Hou, and B. F. Farrell, 1982: The role of
convective model choice in calculating the climate impact of
doubling CO2. J. Atmos. Sci., 39, 1189–1205.

Manabe, S., and R. T. Wetherald, 1975: The effect of doubling
CO2 concentration on the climate of the general circulation
model. J. Atmos. Sci., 32, 3–15.

Mitas, C. M., and A. Clement, 2005: Has the Hadley cell been
strengthening in recent decades? Geophys. Res. Lett., 32,
L03809, doi:10.1029/2004GL021765.

Nakamura, M., P. H. Stone, and J. Marotzke, 1994: Destabiliza-
tion of the thermohaline circulation by atmospheric eddy
transports. J. Climate, 7, 1870–1882.

Pierrehumbert, R. T., 2002: The hydrologic cycle in deep time
climate problems. Nature, 419, 191–198.

Raisanen, J., 2005: Impact of increasing CO2 on monthly-to-
annual precipitation extremes: Analysis of CMIP2 experi-
ments. Climate Dyn., 24, 309–323.

Ramanathan, V., P. J. Crutzen, J. T. Kiehl, and D. Rosenfeld,
2001: Aerosols, climate and the hydrological cycle. Science,
294, 2119–2124.

Roads, J. O., S. C. Chen, S. Marshall, and R. Oglesby, 1998: At-
mospheric moisture cycling rates. GEWEX News, Vol. 8, In-
ternatinal GEWEX Project Office, 7–10.

Santer, B. D., and Coauthors, 2005: Amplification of surface tem-
perature trends and variability in the tropical atmosphere.
Science, 309, 1551–1556.

Soden, B. J., and I. M. Held, 2006: An assessment of climate feed-
backs in coupled atmosphere–ocean models. J. Climate, 19,
3354–3360.

Trenberth, K. E., 1998: Atmospheric moisture residence times
and cycling: Implications for rainfall rates with climate
change. Climatic Change, 39, 667–694.

——, J. Fasullo, and L. Smith, 2005: Trends and variability in
column integrated atmospheric water vapor. Climate Dyn., 24
(7–8), 741–758.

Wentz, F. J., 1997: A well-calibrated ocean algorithm for SSM/I. J.
Geophys. Res., 102, 8703–8718.

——, and E. A. Francis, 1992: Nimbus-7 SMMR Ocean Products,
1979–1984. Remote Sensing Systems Tech. Rep. 033192,
Santa Rosa, CA, 36 pp.

——, and M. Schabel, 2000: Precise climate monitoring using
complementary data sets. Nature, 403, 414–416.

Winton, M., 2006: Surface albedo feedback estimates for the AR4
climate models. J. Climate, 19, 359–365.

1 NOVEMBER 2006 H E L D A N D S O D E N 5699

56



CV  Han Dolman  Page 1 

Biographical Sketch 
A.J. (Han) Dolman 

June 2013 
 
Director Department of Earth Sciences 
VU University Amsterdam, 
Boelelaan 1085 
1081 HV Amsterdam, the Netherlands 
Telephone +31-20-5987358/7303 
Email: han.dolman@vu.nl 
 
(i) Profile 

Professor of Ecohydrology and current head of the Department of Earth Sciences. My research interests 
are the interaction of the terrestrial biosphere with the carbon and hydrological cycle and the 
atmosphere. My work is a combination of modeling and experimental work. I am involved in FLUXNET 
eddy covariance observations  of CO2 and methane in the Netherlands (Horstermeer;  
http://ecoschermnet.falw.vu.nl:81/) and the Far East Siberia. I am further interested in the application of 
inverse modeling techniques to regional carbon balances and the application of simple models to study 
fragility, resilience and feedbacks. I was awarded the Vernadsky medal of the EGU in 2013 
(http://www.egu.eu/awards-medals/vladimir-ivanovich-vernadsky/). 

 
(ii) Professional Preparation 
 
University of Groningen, Netherlands  Physical Geography    PhD., 1987  
University of Groningen, Netherlands Theoretical  Biology    M.Sc., 1982  
 
(iii) Appointments 
 
Director Department Earth Science       2011  Present 
Member Board of Faculty of Earth and Life Sciences Vice Dean     2008-2011  
VU University Amsterdam, Professor Ecohydrology     2003  Present 
Alterra, Wageningen, Senior Scientist       1993-2003 
CEH, Wallingford, Senior Research Fellow      1988-1993 
 
(iv) Selected papers (for  full list http://www.falw.vu.nl/en/research/earth-sciences/earth-and-climat
e-cluster/staff/publications/publications-han-dolman.asp) 
 

 Jung M, M Reichstein, P Ciais SI Seneviratne, J Sheffield, G Bonan, A Cescatti, J Chen, RAM De Jeu, 
A.J. Dolman, et al.,  2010. A recent decline in the global land evaportranspiration trend due to 
limited moisture supply, Nature, doi: 10.1038/nature09396 

 Dolman A. J., G. R. van der Werf, M. K. van der Molen, G. Ganssen, J.-W. Erisman, B. Strengers , 
2010. A Carbon Cycle Science Update Since IPCC AR-4. AMBIO 39:402 412 DOI 
10.1007/s13280-010-0083-7 

 Canadell, Josep G. Philippe Ciais, Shobhakar Dhakal, Han Dolman, Pierre Friedlingstein, Kevin R 
Gurney, Alex Held, Robert B Jackson, Corinne Le Quere, Elizabeth L Malone, Dennis S Ojima, 
Anand Patwardhan, Glen P Peters, Michael R Raupach, Interactions of the carbon cycle, human 

57



CV  Han Dolman  Page 2 

activity, and the climate system: a research portfolio, Current Opinion in Environmental 
Sustainability, Volume 2, Issue 4, October 2010, Pages 301-311, ISSN 1877-3435, DOI: 
10.1016/j.cosust.2010.08.003.  

 Dolman, A.J. & Jeu, R.A.M. de (2010). Evaporation in Focus. Nature Geoscience, 3, 296. 

 Schulze, E.D., Ciais, P., Luysaert, S., Freibauer, A., Janssens, I.A., Sousanna, J.F., Smith, P., Grace, 
J., Levin, I., Thiruchittampalam, B., Heimann, M., Dolman, A.J., Valentini, R., Bousquet, P., Peylin, 
P., Peters, W., Roedenbeck, C., Etiope, G., Vuichard, N., Wattenbach, M., Nabuurs, G.J., Poussi, Z., 
Nieschulze, J. & Gash, J.H.C. (2009). Importance of methane 
terrestrial greenhouse-gas balance. Nature Geoscience, 842-850. 

 

(v) Synergistic Activities 

 
 2008 2013 Chairman of the Terrestrial Observation Panel for Climate of GCOS and GTOC (TOPC) 

 2011-present:  Member of the Scientific Advisory Council of the Netherlands Royal 
Meteorological Institute 

 2009- present:   Lead GEO Task CL09-03a, Integrated Carbon Observing System  

 2011  Present:  member of the Mission Assessment Group of CarbonSat, European  Space 
Agency. 

 

(vI) Awards 

Vladimir Vernadsky Medal of the Biogeosciences Division of the  
European Geophysical Union 
Gold honorary medal from the President of the republic of Yakutia ,  2010 
Shared Nobel Peace Prize as Lead author of the IPCC assessment,  2007  
 

(vii) Projects 

I am involved in a number of EU funded projects such as GHG-Europe http://www.ghg-europe.eu/  that 
aims to determine the full Greenhouse Gas balance of Europe. ICOS http://www.icos-infrastructure.eu/ 
and ICOS-INWIRE http://www.icos-inwire.lsce.ipsl.fr/ that aim to set up a European Infrastructure for GH
G monitoring and GEOCARBON http://www.geocarbon.net/ a global analysis and monitoring system for 
carbon. I am also involved in AMAZALERT http://www.eu-amazalert.org/home where we try to determin
e the resilience and fragility of the Amazon rainforest with humans and climate. I am also involved in PA
GE21 http://page21.org/ that studies the effects of changing permafrost. 

My current PhD projects deal impact of the South Asian Monsoon on extreme rainfall, Possible effects of
 soil moisture on source evaporation and extreme events in South Asia, The effect of nitrogen deposition
 on canopy fluxes of carbon, Moisture effects on mid-latitude vegetation carbon exchange and Stability o
f permafrost in Siberia. 

I also hold a Science without Frontier Fellowship. This is collaboration with INPE, Cachoeira Paulista to st
udy stability of Amazonian Climate and carbon pools. 

 

58



CV  Han Dolman  Page 3 

 

 (viii) Collaborators & Other Affiliations (last 48 months) 

Current PhD advisor 

C. Berridge. Climate carbon feedbacks at midlatitudes and High latitude permafrost carbon coupling Mar
ie Curie) Y. Mi, and High latitude permafrost carbon coupling (Marie Curie), T. Chen. Mid latitude drough
ts and carbon cycle. (Chimese Academy of Sciences), K. Fleisher. Nitrogen and the carbon cycle. (NWO),  
T. T van Leeuwen. Forest fire emissions and carbon losses (SRON/NWO). A. Vermeulen. Observation of tr
ace gasses at tall towers in the Netherlands. (ECN) Luiz Vilasa. Land surface feedbacks in the East Asian 
Monsoon (NWO), Lintao Li.  East Asian monsoon moisture characteristics. 
 
Under my supervision 15 PhD thesis were completed over the last 5 years.  
 
Collaborators:  Detlef Sculze (MPI-BGC, Jena), Philippe Ciais (LSCE, Paris), Dario Papale (Unitus, Italy), 
Eddy Moors (Alterra, NL), Timo Vesala (UHel, Finland), Annette Freibauer (vTI, Germany), Martin Heiman 
(MPI, BGC, Jena), Jean Daniel Paris (LSCE, Paris), Tiong Wang (CMA, China),  Guojie Wang (Nuist, China), 
Shilong Piao (UnBeing, China), Hans Hubberten (AWI, Germany), Christopher Heinze (UnBergen, 
Norway), Sonia Seniveradne (ETHZ, Switzerland), Riccardo Valentini (Unitus, Italy), Richard Harding (CEH, 
UK), Dennis Baldocchi (Un Berkely, USA), Alex Vermeulen (ECN, NL). 

 
 

 

 

59



LETTER
doi:10.1038/nature11390

Observations of increased tropical rainfall preceded
by air passage over forests
D. V. Spracklen1, S. R. Arnold1 & C. M. Taylor2

Vegetation affects precipitation patterns by mediating moisture,
energy and trace-gas fluxes between the surface and atmosphere1.
When forests are replaced by pasture or crops, evapotranspiration
of moisture from soil and vegetation is often diminished, leading
to reduced atmospheric humidity and potentially suppressing
precipitation2,3. Climate models predict that large-scale tropical
deforestation causes reduced regional precipitation4–10, although
the magnitude of the effect is model9,11 and resolution8 dependent.
In contrast, observational studies have linked deforestation to
increased precipitation locally12–14 but have been unable to explore
the impact of large-scale deforestation. Here we use satellite
remote-sensing data of tropical precipitation and vegetation,
combinedwith simulated atmospheric transport patterns, to assess
the pan-tropical effect of forests on tropical rainfall. We find that
for more than 60 per cent of the tropical land surface (latitudes 30
degrees south to 30 degrees north), air that has passed over extens-
ive vegetation in the preceding few days produces at least twice
as much rain as air that has passed over little vegetation. We
demonstrate that this empirical correlation is consistent with
evapotranspiration maintaining atmospheric moisture in air that

passes over extensive vegetation. We combine these empirical rela-
tionships with current trends of Amazonian deforestation to
estimate reductions of 12 and 21 per cent in wet-season and dry-
season precipitation respectively across the Amazon basin by 2050,
due to less-efficient moisture recycling. Our observation-based
results complement similar estimates from climate models4–10, in
which the physical mechanisms and feedbacks at work could be
explored in more detail.
To explore the links between vegetation and rainfall, we analysed

combined satellite data on precipitation from the Tropical Rainfall
Measuring Mission (TRMM) and other satellites15 (TRMM3B42)
and data on leaf area index (LAI) from the Moderate Resolution
Imaging Spectroradiometer16 (MODIS). In these data positive spatial
correlations exist between annual mean precipitation and annual
mean LAI (Fig. 1a, d; Pearson correlation coefficient, r5 0.81), high-
lighting the role of precipitation in controlling large-scale vegetation
patterns. In this study, our aim was to investigate a causal effect of
vegetation on tropical (30u S to 30uN) rainfall in subsequent days on a
regional scale (over distances of hundreds to thousands of kilometres).
To do this, we calculated the origin and atmospheric transport of air

1School of Earth and Environment, University of Leeds, Leeds LS2 9JT, UK. 2Centre for Ecology and Hydrology, Wallingford, Oxford OX10 8BB, UK.
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masses to determine the prior exposure of air to vegetation. This
allowed us to evaluate whether air that had passed over more vegeta-
tion produced more rainfall.
To calculate air-mass histories, we used a Lagrangian atmospheric

transport model. Such back-trajectory methods have been used previ-
ously to identify the transport of atmospheric moisture to continental
regions17,18.We calculated atmospheric back-trajectories arriving daily
at the centre of all continental 1u3 1u grid squares over the tropical
domain for 2001–2007. The trajectories were calculated using opera-
tional analysis data from the European Centre for Medium-Range
Weather Forecasts (ECMWF), and are hence consistent with the
large-scale atmospheric flow from the assimilated observations. We
tested the sensitivity of our analysis to the length, arrival height and
arrival time of the back-trajectories and found consistent results across
a broad range of choices (Supplementary Figs 1, 2 and 3). Here we
present results for ten-day back-trajectories arriving at the surface at
12:00 UT. Figure 1b shows example back-trajectories arriving at four
tropical locations.
For each individual trajectory, we calculated the cumulative LAI

(
P
LAI) encountered by the air mass during the last ten days of atmo-

spheric transport. The resulting climatology of
P
LAI (Fig. 1c) is very

similar to the in situ LAI, although important differences are apparent.
For example, there are regions surrounding the Amazon and Congo
basins where in situ LAI is relatively low but

P
LAI is high owing to

exposure of air to large amounts of vegetation as it travels across
forested regions upwind.
We analysed relationships between the daily variability in

P
LAI and

the daily variability in precipitation. Figure 2a shows these relation-
ships for air masses arriving in a ,1,000 km3 1,000 km region of
Minas Gerais, Brazil, near the Amazon basin. To reduce the influence
of the initial state of the air mass on our analysis, we stratified the data
into that from the wet season and that from the dry season and then
further according to the initial specific humidity of the trajectory, on
the basis of the ECMWF analyses. We found a strong positive and
significant (Student’s t-test, P, 0.01) relationship between the expo-
sure of air masses to vegetation and the precipitation those air masses
produce (Fig. 2b). For air masses with low to medium exposure to
precedent vegetation (

P
LAI,10m2m22 d), mean dry- and wet-

season rainfall increases by 0.25mmd21 and, respectively, 0.4mmd21

for every additional unit of exposure to LAI that is encountered in the
preceding 10 d. The impact of vegetation exposure tends to saturate,
especially during the wet season, with less sensitivity of rainfall whereP
LAI. 10m2m22 d. Althoughwe find that the initial specific humid-

ity of the air mass does affect precipitation, with moister air masses
typically producing more precipitation, the positive trend between
precipitation and exposure to LAI is similar for all subsets of the data.
Qualitatively similar results are found in a 1,000 km3 1,000 km region
south of the tropical forests of the Congo basin (Fig. 2b). Over the
moist tropical forests themselves, differences in rainfall between air
masses with low and high exposures to LAI are notably smaller
(Fig. 2b), although for the Congo basin the differences are significant
in the dry season (P, 0.01). We note that the positive relationships
found between precipitation and

P
LAI are not due to the length of

time the trajectories have spent over land, with distance travelled andP
LAI often poorly correlated (Supplementary Table 1), or to the aver-

age topographic height the trajectory has crossed. When we repeated
our analysis using the distance travelled by the trajectory over land or
the average elevation of the topography crossed by the trajectory (in
place of

P
LAI), the relationships were substantially weaker and in

some cases negative (Supplementary Figs 4 and 5).
We extended this regional analysis to explore relationships between

precipitation and vegetation across the tropics (Fig. 2c). Formore than
60% of the tropical land surface, precipitation is a factor of at least two
greater in air masses that have been exposed to extensive vegetation in
the preceding days (defined as the top decile of

P
LAI), relative to air

masses that have been exposed to little (defined as the bottom decile of

P
LAI). Significant (P, 0.01) positive correlations between precipita-

tion and
P
LAI are common features for much of the year in areas

surrounding the Amazon (southern Brazil and Paraguay) and Congo
(southern and easternAfrica) forests, matchingwhere previous studies
have found large continental precipitation recycling ratios18. We find
few tropical regionswith significant negative correlations, although the
relationships between vegetation and precipitation are typically
weaker in moist tropical forests. The weaker signal at the centre of
extensive forests is probably due to the lack of variability in air-mass
exposure to vegetation (Supplementary Fig. 6); however, saturation of
the MODIS LAI retrievals for dense tropical forest canopies19 may
have a role.
This analysis demonstrates that there are strong positive relation-

ships between the cumulative exposure of air to vegetation and the
amount of precipitation that air will produce, suggestive of a water-
cycle feedback. To explore potential mechanisms underlying these
relationships, we evaluated the change in atmospheric moisture that
occurs along our back-trajectories. To do this we calculated the net
change in specific humidity (Dq) that occurred during continental
transport in the ECMWF humidity analyses along the 10-d back-
trajectories (Fig. 3a). In general, air becomes drier during atmospheric
transport over land, owing to lower continental evaporation rates as
compared with the oceans. Figure 3a demonstrates that air masses that
have been exposed to more vegetation remain significantly moister
(P, 0.01), and in some cases air can actually moisten when crossing
densely vegetated regions. Analysis of the latter cases indicates that
typically 70–90% of increases in q occur during the hours of daylight,

0 5 10 15 20 25 30
ΣLAI (m2 m–2 d)

0

5

10

15

20

R
ai

nf
al

l (
m

m
 d

–1
)

Dry season
Wet season

Upper q
Mid q
Lower q

0

5

10

15

20

25

R
ai

nf
al

l (
m

m
 d

–1
)

Dry season
Wet season

1st decile ΣLAI
10th decile ΣLAI

–120° –60°

a b

AF MG CB ZA

0° 60° 120°

–30°
–20°
–10°

0°
10°
20°

–12 –10 –8 –6 –4 –2 0 2 4 6 8 10 12

Longitude east

La
tit

ud
e 

no
rt

h

c

Figure 2 | Relationships between daily precipitation and cumulative
exposure of 10-d back-trajectories to vegetation LAI (

P
LAI) for 2001–2007.

a, Plot for air masses arriving in Minas Gerais, Brazil (10–20u S, 40–50uW).
Data binned into deciles of

P
LAI and stratified by initial specific humidity (q).

Lines show fit to data (solid, wet season; dotted, dry season) and error bars
indicate estimation of error in precipitation (Methods Summary).
b, Comparison of daily precipitation for air masses that have been exposed to
small and large amounts of vegetation (significant (P, 0.01) differences
indicated by squares at top of panel) during atmospheric transport to the
Amazon basin (AB; 10–0u S, 60–70uW), Minas Gerais (MG), the Congo basin
(CB; 5uN–5u S, 15–25uE) and south of Congo (ZA; 10–20u S, 20–30uE) (mean,
star; median, line; 25th and 75th percentiles, box; 5th and 95th percentiles,
whiskers). c, Number of calendar months with significant (P, 0.01; red,
positive; blue, negative) relationships between precipitation and

P
LAI.

Stippling denotes regionswhere precipitation is a factor of at least two greater in
air with large exposure to vegetation than in air with small exposure. Green
contour delimits areas with .3m2m22 annual mean LAI. Black boxes mark
the four regions in b.
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consistent with a dominant forcing from evapotranspiration
(Supplementary Fig. 7).
To quantify the contribution of evapotranspiration to the air-mass

water budget, we used output from four global land surface models
that use the best available estimates of meteorological forcing (those
from the Global Land Data Assimilation System20 (GLDAS)) (Fig. 1e).
Figure 3b shows significant (P, 0.01) positive relationships between
the multi-model mean cumulative surface evaporation (

P
ET) andP

LAI in all four regions examined. Figure 3c shows rainfall as a func-
tion of

P
ET for theMinasGerais region, demonstrating that additional

moisture from evapotranspiration emitted into air masses with large
exposure to vegetation is substantially greater than the additional pre-
cipitation observed in these air masses. Indeed, for all four regions the
extra

P
ET emitted into air masses with large vegetation exposure

exceeds the observed additional precipitation by a factor of at least
four (Supplementary Table 2).
Our analysis explores the role of regional-scale vegetation patterns

on precipitation. Through evapotranspiration, forests maintain atmo-
spheric moisture that can return to land as rainfall downwind. These
processes operate on timescales of days over distances of 100–1,000 km
(ref. 18) such that large-scale land-use change may alter precipitation
hundreds to thousands of kilometres from the region of vegetation
change. Land-use patterns and small-scale deforestationmay also alter
precipitation locally, through changes in the thermodynamic profile
and the development of surface-induced mesoscale circulations21,22.
Natural and pyrogenic emissions from vegetation can also have a role
in rainfall initiation over tropical forest regions23. The impact of cloud
microphysical processes on precipitation is highly uncertain24, and
biogenic emissions could contribute to our observed relationship
between rainfall and exposed vegetation. However, our water-balance
calculations imply that cumulative increases in evapotranspiration
over upstream forested regions more than account for the increase
in downstream rainfall.
Rapid land-use change is occurring across large regions of the

tropics: 40%of theAmazon is predicted to be deforested by 2050 under
a business-as-usual scenario25. We used this scenario to explore the
potential sensitivity of rainfall to changes in moisture recycling as a
result of deforestation. We combined the deforestation scenario with
present-day LAI to produce a new spatial distribution of LAI

(Supplementary Fig. 8) and then used our trajectories to calculateP
LAI under the deforested scenario. We then applied our empirical

relationships between
P
LAI and rainfall (Fig. 2b) to estimate

the change in rainfall that might occur as a result of this extensive
deforestation. In this calculation, we implicitly assumed there to be
no change in the large-scale circulation and that the local effects of
deforestation on rainfall were negligible downstream. Despite these
assumptions, our estimates are broadly consistent with estimates of
basin-wide deforestation from climate models4–10. Using this method,
we estimated a 12% reduction in wet-season precipitation and a 21%
reduction in dry-season precipitation across the Amazon basin
(Fig. 4). This sensitivity is not restricted to the region of deforestation,
and we estimate a 4% decrease in annual total precipitation for the Rio
de la Plata basin. Through comparison with TRMM3B42 data, we
calculate that the estimated reduction in precipitation is equivalent
to the basin-wide drought experienced across the Amazon in 2010.
Such a reduction in precipitation may have consequences for the
future of remaining Amazonian forests26,27 and for rainfall-reliant
industries both within and outside the Amazon basin, including
agriculture and hydroelectric power generation, which contribute sub-
stantially to South American economies. The successful efforts to curb
Amazon deforestation that have been applied in recent years28 must be
maintained if large-scale clearance of the Amazon and the resulting
impacts on regional rainfall are to be avoided.

METHODS SUMMARY
Remote-sensed data. We used precipitation retrievals from the 3B42 3-h 0.25u
3 0.25u product of TRMM and other satellites15 to calculate daily accumulated
(24-h) rainfall. We used monthly mean LAI from MODIS16 using the
MOD15_BU_V5 product available at 0.25u3 0.25u resolution. We spatially
averaged both products to 1u3 1u resolution. We apply this temporal and spatial
averaging to the precipitation data to reduce random error29.We estimate the total
error to be the randomerror, estimated according to ref. 28, plus a systematic error
estimated as 0.2 times the absolute precipitation30, combined in quadrature.
Land surface models. We used 1u3 1u monthly mean evaporation from four
global land surface models archived on GLDAS20. The models are forced by a
combination of meteorological data sets including atmospheric analysis, and
precipitation from merged gauge–satellite products.
Atmospheric transport. We calculated kinematic atmospheric back-trajectories
arriving four times daily (00:00, 06:00, 12:00 and 18:00 UT) on a 1u3 1u grid for the
period 2001–2007 using the OFFLINE trajectory model. The position of each
trajectory is calculated every 30min and output every 6 h. We calculated 3-,
5- and 10-d trajectories arriving at the surface and three altitudes above the surface
(corresponding to air pressures of 900, 800 and700hPa) that are likely to bewithin
the deep tropical boundary layer.
Analysis. For each trajectory, we calculated the total distance travelled over land,
the cumulative exposure to LAI (

P
LAI), the average elevation of the topography

over which the trajectory travelled and the cumulative evapotranspiration (
P
ET;

specified by GLDAS). We fitted rainfall data with a function of the form
f(x)5 aebx1 c (Supplementary Table 2). We calculated

P
LAI regardless of

trajectory pressure. Restricting the calculation to when trajectory pressure is
greater than 850hPa gives similar results (Supplementary Fig. 9).
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Figure 3 | Atmospheric water-budget components along back-trajectories.
a, Same as Fig. 2b, but for net change in atmospheric specific humidity (Dq) as a
function of

P
LAI. b, Same as Fig. 2b, but for cumulative surface evaporation
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ET) as a function of
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Full Methods and any associated references are available in the online version of
the paper.
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METHODS
Remote-sensed data.We used precipitation retrievals (from the Tropical Rainfall
Measuring Mission (TRMM; http://trmm.gsfc.nasa.gov/) and other satellites) in
the 3B42 3-h 0.25u3 0.25u product15 to calculate daily accumulated (24 h) rainfall.
This product reports precipitation from microwave sensors on board polar-
orbiting satellites, combined with more frequent cloud-top temperature data,
surface rain gauge analysis and the precipitation radar on TRMM. We used
the monthly mean leaf area index (LAI) from the Moderate Resolution
Imaging Spectroradiometer (MODIS; http://modis.gsfc.nasa.gov/data/dataprod/
dataproducts.php?MOD_NUMBER515)16 using the MOD15_BU_V5 product
available at 0.25u3 0.25u resolution.
The precipitation product includes both systematic and random error29,30.

Systematic biases of 0.5–1mmd21, or 0.2 times themean precipitation, have been
estimated30. To reduce the random error we spatially averaged the precipitation
product to 1u3 1u resolution and temporally averaged to give daily accumulated
(24 h) precipitation. This temporal and spatial averaging applied to TRMM3B42
means that eachdatapoint inour analysis (which corresponds to a single trajectory)
is the average of 128 TRMM3B42 data points. This substantially reduces the
randomerror that is present in theTRMM3B42product29.Weestimate the random
error using the method of ref. 29 and assume a systematic error of 0.2 times the
mean precipitation30.We combine the random and systematic errors in quadrature
to give an estimate of the total error, which in any case is substantially smaller than
the large effect of vegetation on precipitation.We spatially averaged the LAI data to
the same resolution as the precipitation product.
Land surface models. We used 1u3 1u monthly mean evaporation from four
global land surface models (Community LandModel (CLM), Variable Infiltration
Capacity model (VIC), NOAH and MOSIAC) archived on the Global Land Data
Assimilation System (GLDAS; http://disc.sci.gsfc.nasa.gov/services/grads-gds/
gldas)20. The models are forced by a combination of meteorological data sets
including atmospheric analysis, and precipitation from merged gauge–satellite
products.
Atmospheric transport. We calculated kinematic atmospheric back-trajectories
arriving daily (00:00, 06:00, 12:00 and 18:00 UT) on a 1u3 1u grid for the period
2001–07 using the OFFLINE trajectory model31. The position of each trajectory is
calculated every 30min, and output every 6 h. We calculated 3-, 5- and 10-day
trajectories arriving at the surface and 3 levels above the surface (900, 800 and
700hPa) that are likely to be within the deep tropical boundary layer.We demon-
strate that our results are robust to the back-trajectory length (Supplementary
Fig. 1), arrival pressure (Supplementary Fig. 2) and arrival time (Supplementary
Fig. 3) of the trajectory. Throughout the Letter we report analysis of 10-day back-
trajectories arriving at the surface at 12:00 UT.
Analysis. For each trajectory we calculated (1) total distance travelled over land
(
P
dist), (2) cumulative exposure to LAI (

P
LAI), (3) average elevation of the

topography (specified by the Climate Research Unit CRU CL 2.0 database, 109
resolution) over which the air mass travels, and (4) cumulative evapotranspiration
(specified by GLDAS;

P
ET). We calculate

P
LAI regardless of trajectory pressure

but show that restricting the calculation to when trajectory pressure is greater than
850hPa gives similar results (Supplementary Fig. 9).

We analysed relationships between daily precipitation and the variables calcu-
lated from airmass history (

P
dist,

P
LAI and

P
ET).We stratified trajectories into

dry season and wet season and according to the initial specific humidity (q) of the
back-trajectory (taken from the ECMWF analyses). The timings of wet and dry
season are location dependent. For the purpose of this analysis we defined the dry
season at any location as calendarmonths with below annual average precipitation
for that location and the wet season as calendar months with above average
precipitation (as observed by TRMM3B42; Supplementary Table 2). We demon-
strated that this stratification results in large variability in initial q of the back-
trajectory (Supplementary Table 2). We conducted detailed analysis over 4 large
(10u3 10u,,1,000 km3 1,000 km) domains. Our pan-tropical analysis was con-
ducted at a horizontal resolution of 2.5u3 2.5u. For our 7-year analysis each 10u
3 10u grid box represents 255,000 trajectories whereas each 2.5u3 2.5u grid box
represents 15,968 trajectories.
We binned trajectories into deciles of

P
LAI. We then compared back-

trajectories with small exposure to vegetation (lowest decile of
P
LAI) to back-

trajectories with large exposure to vegetation (largest decile of
P
LAI) and used the

Student’s t-test to determine the significance of any differences. Accounting for the
stratification described above means that each data point (for example, data point
in Fig. 2a, box-plot in Fig. 2b) represents 3,650 trajectories.We fitted relationships
between precipitation and

P
LAI with functions of the form y(x)5 aexp(bx)1 c

(see Fig. 2a). Supplementary Table 2 gives the fitted variables for the 10u3 10u
domains. Using a linear fit (y(x)5 ax1 c), which does not capture the nonlinear
behaviour of the data well, altered our estimated impacts of deforestation on
annual mean Amazon basin rainfall from214% to210%.
To estimate the impact of Amazonian deforestation on precipitation we

combined the functions we fitted above with projected LAI distributions after
deforestation. We created an LAI distribution for the year 2050 (see
Supplementary Fig. 8) by combining a business-as-usual deforestation scenario25

with the present-day LAI distribution fromMODIS. We assumed that deforested
areas are maintained as pasture with a LAI of 1m2m22 (ref. 32). We then ran our
present-day trajectories over the projected LAI to calculate the

P
LAI that would

occur in the deforestation scenario. We used our empirical relationships (calcu-
lated at a resolution of 2.5u3 2.5u) along with

P
LAI to estimate the rainfall that

would occur after deforestation. We estimated both wet season and dry season
rainfall.Our approach only estimates the change in rainfall due to changes inwater
recycling. It makes the implicit assumption that there is no change in the large-
scale circulation, and that the local impacts of deforestation on rainfall are neg-
ligible downstream. Calculation of the full impacts of deforestation on rainfall
would require a climate model.
We compared the estimated changes in rainfall due to deforestation with pre-

sent-day (1998–2010) rainfall recorded by TRMM3B42. We make comparisons
for both the wet season and the dry season.

31. Methven, J. Offline Trajectories: Calculation and Accuracy Technical Report 44,
(UK Universities Global Atmospheric Modelling Programme, University of
Reading, 1997).

32. Aragão, L. E. O. C., Shimabukuro, Y. E., Santo, F. D. B. E. & Williams, M. Landscape
pattern and spatial variability of leaf area index in Eastern Amazonia. For. Ecol.
Mgmt. 211, 240–256 (2005).
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Afternoon rain more likely over drier soils
Christopher M. Taylor1, Richard A. M. de Jeu2, Franμoise Guichard3, Phil P. Harris1 & Wouter A. Dorigo4

Land surface properties, such as vegetation cover and soil moisture,
influence the partitioning of radiative energy between latent and
sensible heat fluxes in daytime hours.During dry periods, soil-water
deficit can limit evapotranspiration, leading to warmer and drier
conditions in the lower atmosphere1,2. Soil moisture can influence
the developmentof convective storms through suchmodifications of
low-level atmospheric temperature and humidity1,3, which in turn
feeds back on soil moisture. Yet there is considerable uncertainty in
how soil moisture affects convective storms across the world, owing
to a lack of observational evidence and uncertainty in large-scale
models4. Here we present a global-scale observational analysis of
the coupling between soil moisture and precipitation.We show that
across all six continents studied, afternoon rain falls preferentially
over soils that are relatively dry compared to the surrounding area.
The signal emerges most clearly in the observations over semi-arid
regions, where surface fluxes are sensitive to soil moisture, and con-
vective events are frequent. Mechanistically, our results are consist-
ent with enhanced afternoon moist convection driven by increased
sensible heat flux over drier soils, and/or mesoscale variability in
soil moisture. We find no evidence in our analysis of a positive
feedback—that is, a preference for rain over wetter soils—at the
spatial scale (50–100 kilometres) studied. In contrast, we find that
a positive feedback of soil moisture on simulated precipitation does
dominate in six state-of-the-art globalweather and climatemodels—
a difference that may contribute to excessive simulated droughts in
large-scale models.
Soilmoisture influences precipitation across a range of scales in time

and space5. In drought-affected continental regions, weak evapotran-
spiration leads to reduced atmospheric moisture content over a period
of days, potentially suppressing subsequent precipitation6. When soil
moisture anomalies are extensive, surface-induced perturbations to
the atmospheric heat budget may modify synoptic-scale circulations2,
in turn affecting moisture advection from the oceans7. On smaller
scales, the development of convective clouds and precipitation can
be influenced by local surface fluxes over the course of the day1,3.
Theoretical considerations8,9 suggest that, in an undisturbed atmo-
sphere, the likelihood and sign of a surface feedbackwill be determined
by the atmospheric profiles of temperature and humidity. Thus,
one might expect regional variations in the strength and sign of con-
vective sensitivity to soil moisture10,11. Mesoscale variability in soil
moisture can also influence the feedback through the development
of daytime circulations12, which provide additional convergence to
trigger convection13,14.
Several studies have examined the impact of the land surface on

observed rainfall in different regions of the world. Analyses in
Illinois15 andWest Africa16 have indicated positive correlations between
antecedent soilmoisture andprecipitation, consistentwith a positive soil
moisture feedback. A recent study17 based on observationally con-
strained reanalysis data showed an increasing frequency of convective
rainfall when evapotranspiration was higher across much of North
America. On the other hand, examination of satellite cloud data has
indicated locally enhanced afternoon precipitation frequency over

surfaces with increased sensible heat fluxes, as a result of mesoscale
circulations due either to soil moisture18 or vegetation cover19,20.
At the regional scale, climate models tend to agree on where feed-

backs occur, these being constrained largely by where soil moisture
limits evapotranspiration in the presence of convective activity4. But
the spread in simulated feedback strength is large, highlightingboth the
uncertainty in surface flux sensitivity to soil moisture and the response
of the planetary boundary layer and convection to surface fluxes21,22.
Indeed, the feedback sign can change depending on model spatial
resolution, with a strong influence of the convective parameterization
likely to be responsible23.
Until recently, there has been a lack of observations with which to

evaluate feedbacks in large-scale models. We address that problem
here, and focus on the least well understood aspect of the feedback
loop between soil moisture and precipitation, namely, the response of
daytime moist convection to soil moisture anomalies. In the past
decade, global observational data sets of both surface soil moisture24,25

and precipitation26 have become available at a resolution of 0.25u
3 0.25u, on daily and 3-hourly time steps respectively. We use these
to analyse the location of afternoon rain events relative to the under-
lying antecedent soil moisture. In particular we examine whether rain
is more likely over soils that are wetter or drier than the surrounding
area.We then apply the samemethodology to six globalmodels used in
reanalyses or climate projections.
We focus on the development of precipitation events during the

afternoon, when the sensitivity of convection to land conditions is
expected to be maximized. An event is defined at a 0.25u3 0.25u pixel
location (Lmax) with amaximum in afternoon rainfall, centred in a box
measuring 1.25u3 1.25u (see Methods Summary and Supplementary
Fig. 3). Each Lmax is paired with one or more pixels in the box where
afternoon rainfall is at a minimum (Lmin). We compute the difference
in pre-rain-event soil moisture, DSe, between Lmax and Lmin having
first subtracted a climatological mean soil moisture from both loca-
tions. We quantify the strength of the soil moisture effect on precip-
itation using a sample of events, and assess how unexpected the
observed sample mean value of DSe is, relative to a control sample,
DSc, from the same location pairs on non-event days. More precisely,
we examine the difference inDS between the event and control samples,
de5mean(DSe)2mean(DSc), expressed as a percentile of typical d
values (see Methods Summary). Mountainous and coastal areas are
excluded because of their effects on mesoscale precipitation, and we
are unable to analyse the observations in tropical forest regions, owing
to the limitations of soil moisture retrievals beneath dense vegetation.
The map in Fig. 1 shows regions of the world where afternoon

precipitation is observed more frequently than expected over wet
(blue) or dry (red) soils, based on analysis of de at a scale of 5u.
Globally, 28.9% of the grid cells analysed have percentile values, P, less
than 10, as compared to an expected frequency (assuming no feed-
back) of 10%, and just 3.4%with P. 90. Clusters of lowpercentiles are
found in semi-arid and arid regions, most notably North Africa, but
also in Eastern Australia, Central Asia and Southern Africa. These
clusters indicate a clear preference for afternoon rain over drier soils

1NERC Centre for Ecology and Hydrology, Maclean Building, Benson Lane, Crowmarsh Gifford, Wallingford OX10 8BB, UK. 2Vrije Universiteit Amsterdam, Earth and Climate Cluster, Department of Earth
Sciences, Faculty of Earth and Life Sciences, De Boelelaan 1085, 1081 HV Amsterdam, The Netherlands. 3CNRM-GAME (CNRS and Me¨te¨o-France), 42 avenue Coriolis, 31057 Toulouse Cedex, France.
4Institute of Photogrammetry and Remote Sensing (I.P.F.), Vienna University of Technology, GusshausstraÞe 27-29, 1040 Vienna, Austria.
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in those regions, consistent with a previous study over the Western
Sahel18. This signal is also evident when computing de from all events
across the world (Fig. 1 insets). Further analysis (Supplementary
Information and Supplementary Tables 3 and 4) demonstrates that
this signal is statistically significant at the 99% level over all continents
and in all climate zones, with the exception of tropical forests, where
accurate soil moisture retrievals are unavailable. We repeated the ana-
lysis after degrading the spatial resolution from 0.25u to 1.0u . This
produced only about one-tenth of the number of events identified in
the 0.25u data, but a statistically robust preference for rain over drier
soil was still found across the tropics, and in particular over parts of
North Africa and Australia (Supplementary Fig. 10; Supplementary
Tables 3, 4).
Using two alternative precipitation data sets, we found the same

global preference for rain over drier soil, and similar regions contrib-
uting to that signal (Supplementary Fig. 8; Supplementary Tables 3, 4).
Although all of the satellite-derived data sets are subject to errors at the
event scale, analysing the data over many events should yield more
accurate estimates of de. Furthermore, our approach exploits an aspect
of rainfall that is relatively well captured by satellite, that is, its spatial
structure. Additional analysis (Supplementary Fig. 4) indicates a
strong degree of mutual consistency in the spatial variability of soil
moisture and rainfall in our independent data sets, providing further
evidence to support our methodology.
We now consider whether the observed preference for rain over

drier soil is consistent with land surface feedback. For a soil moisture
feedback on precipitation, soil water deficit must limit evapotranspira-
tion. This regime is found only in certain seasons and regions of the
world4, where water stress coincides with convective activity. Low
percentiles in Fig. 1 occur in areas that are relatively dry, and originate
from seasons with convective storms (Supplementary Fig. 9). Using
data from across the globe, the sensitivity of de to the areal-mean
(1.25u3 1.25u) soil moisture is explored in Fig. 2a. The most negative
values (rain over drier soil) are found for the driest mean conditions,
and the signal loses significance at the 95% level above 0.20m3m23.
This behaviour is consistent with soil moisture feedback, as the
sensitivity of sensible and latent heat fluxes to soil moisture increases
as mean soil moisture decreases. Also, the use of surface soil moisture
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as a proxy for surface flux variability should be most effective for dry
and sparsely vegetated surfaces.
A land feedback requires a strong diurnal sensitivity in the observed

signal. We repeated our analysis, this time detecting the onset of pre-
cipitation at varying lag times after a soil moisture observation at 1:30
(all times are local time). The values of de (Fig. 2b) exhibit a pro-
nounced diurnal cycle, still evident 36 hours after the observation.
The most negative values occur during daytime, in particular between
12:00 and 15:00. By contrast, between 21:00 and 3:00 the opposite
signal emerges; that is, events are more likely to be found over wetter
soils. The early afternoon minimum is consistent with a negative soil
moisture feedback on convective initiation, when the effects of surface
properties on the planetary boundary layer, convective instability and
mesoscale flows are all maximized. Mechanisms to explain the reverse
signal in the hours aroundmidnightmay bemore subtle. The effects of
thermals and daytime surface-induced flows are likely to be relatively
short-lived after dusk. On the other hand, nocturnal humidity
anomalies may persist for longer, depending on the spatial scale of
the surface features and wind conditions. From detailed examination
of individual events, it appears that, overnight, there is an increasing
influence of pre-existing, fast-moving convective systems in our
sample, particularly in the Sahel. Distinctmechanismswill be involved
in the surface interaction with organized convective systems, which
may favour a positive feedback16.

Finally, we repeat our analysis using 3-hourly diagnostics from six
global models, ranging in horizontal resolution from 0.5 to 2.0u. Our
results (Fig. 3) indicate a strong preference for rain over wet soils for
large parts of the world, in contrast to the observations. Only one
model (Fig. 3e) produces more than the expected 10% of grid cells
with P, 10, largely due to contributions at mid-latitudes. The cross-
model signal favouring precipitation over wet soil, particularly across
the tropics (Supplementary Table 3), demonstrates a fundamental
failing in the ability of convective parameterizations to represent land
feedbacks on daytime precipitation. This is likely to be linked to the
oft-reported phase lag in the diurnal cycle of precipitation; that is,
simulated rainfall tends to start several hours too early27, and is
possibly amplified by a lack of boundary-layer clouds in some models.
This weakness has been related to the crude criteria used to trigger
deep convection in large-scale models28. The onset of convective
precipitation is overly sensitive to the daytime increase of moist con-
vective instability, which is typically faster over wetter soils3, favouring
a positive feedback. Early initiation limits the effect of other daytime
processes on triggering convection in the models. In contrast, our
observational analysis points to the importance of dry boundary-layer
dynamics for this phenomenon over land.
The observed preference for afternoon rain over locally drier soil on

scales of 50–100 km is consistent with a number of regional studies
based on remotely sensed data18–20. Our failure to find areas of positive
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feedback may indicate the importance of surface-induced mesoscale
flows in triggering convection18, although the coarse spatial resolution
of our data sets prevents us from drawing firm conclusions on this
issue. Equally, mixing processes in the growth stage of convective
clouds before precipitation23,29 may play an important role. Neither
of these processes is captured in existing one-dimensional analyses8.
Furthermore, our results raise questions about the ability of models
reliant on convective parameterizations to represent these processes
adequately. Although the coarser-resolution models analysed here
(HadGEM2, CNRM-CM5 and INMCM4) cannot resolve mesoscale
soil moisture structures, nor their potential impacts on convective
triggering18, all the models have a strong tendency towards rain over
wetter soils, for which we find no observational support. Our study
does not, however, imply that the soil moisture feedback is negative at
temporal and spatial scales different from those analysed here. The
multi-day accumulation of moisture in the lower atmosphere from a
freely transpiring land surface may provide more favourable initial
(dawn) conditions for daytime convection than the equivalent accu-
mulation over a drought-affected region. Equally, the large-scale
dynamical response to soil moisture may dominate in some regions.
However, the erroneous sensitivity of convection schemes demon-
strated here is likely to contribute to a tendency for large-scale models
to `lock-in' dry conditions, extending droughts unrealistically, and
potentially exaggerating the role of soil moisture feedbacks in the
climate system30.

METHODS SUMMARY
Surface soil moisture retrievals are used between 60u S and 60uN from the
Advanced Microwave Scanning Radiometer for EOS (AMSR-E; June 2002 to
October 2011)24, and the MetOP Advanced Scatterometer (ASCAT; 2007–11)25.
They have typically one overpass per pixel per day at either 1:30 or 13:30 (AMSR-
E), and 9:30 or 21:30 (ASCAT). Additional soil moisture quality control proce-
dures are described in Supplementary Information. The CMORPH26 3-hourly
precipitation data set is based on data from a combination of satellites.
Locations of afternoon events, Lmax, are defined within a box measuring 53 5

pixels by the maximum accumulated precipitation (12:00–21:00) that exceeds
3mm. We exclude pixels with more than 1mm rain in the preceding hours,
and apply an additional filter to remove cases close to active precipitation when
using soil moisture data for 13:30. These steps ensure that the soil moisture
measurement precedes the rainfall. Locationswhere topographic height variability
exceeds 300m are excluded, along with regions containing water bodies or strong
climatological soil moisture gradients.
The control sample, DSc, is constructed from daily soil moisture differences

between locations Lmax andLmin, using data for the same calendarmonth but from
non-event years. This quantifies typical (non-event) soil moisture differences
between the locations. Each value in samples DSe and DSc has an individual
climatological meanDS subtracted, which is calculated fromDS values in the same
calendar month in non-event years. For the models, soil moisture and rainfall
accumulations are available every 3 h (universal time). Because of the models'
lower spatial resolution (0.5–2.0u), the event box is reduced to 33 3 pixels and
the local time window between 6:00 and 8:59 adopted to calculate DS. Convective
rain is accumulated in the subsequent 9 h, several hours in the day earlier, to
account for diurnal phase bias in model precipitation.
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Sensitivity of tropical carbon to climate change
constrained by carbon dioxide variability
Peter M. Cox1, David Pearson2, Ben B. Booth2, Pierre Friedlingstein1, Chris Huntingford3, Chris D. Jones2 & Catherine M. Luke1

The release of carbon from tropical forests may exacerbate future
climate change1, but the magnitude of the effect in climate models
remains uncertain2. Coupled climate–carbon-cycle models gene-
rally agree that carbon storage on land will increase as a result of
the simultaneous enhancement of plant photosynthesis and water
use efficiency under higher atmospheric CO2 concentrations, but
will decrease owing to higher soil and plant respiration rates asso-
ciatedwithwarming temperatures3.At present, thebalancebetween
these effects varies markedly among coupled climate–carbon-cycle
models, leading to a range of 330 gigatonnes in the projected change
in the amount of carbon stored on tropical land by 2100. Explana-
tions for this large uncertainty include differences in the predicted
change in rainfall in Amazonia4,5 and variations in the responses of
alternative vegetation models to warming6. Here we identify an
emergent linear relationship, across an ensemble of models7,
between the sensitivity of tropical land carbon storage to warming
and the sensitivity of the annual growth rate of atmospheric CO2 to
tropical temperature anomalies8. Combined with contemporary
observations of atmospheric CO2 concentration and tropical tem-
perature, this relationship provides a tight constraint on the sensi-
tivity of tropical land carbon to climate change. We estimate that
over tropical land from latitude 306 north to 306 south, warming
alone will release 536 17 gigatonnes of carbon per kelvin. Com-
pared with the unconstrained ensemble of climate–carbon-cycle
projections, this indicates a much lower risk of Amazon forest die-
back under CO2-induced climate change if CO2 fertilization effects
are as large as suggested by current models9. Our study, however,
also implies greater certainty that carbon will be lost from tropical
land if warming arises from reductions in aerosols10 or increases in
other greenhouse gases11.
We use results from the Coupled Climate Carbon Cycle Model

Intercomparison Project3 (C4MIP) focusing on changes in tropical
land carbon storage in the latitudinal band from 30uN to 30u S.
Although C4MIP included general circulation models (GCMs) and
Earth-systemmodels of intermediate complexity, we limit our analysis
to the GCMs because our emergent constraint requires models that
generate interannual variability. The C4MIP experimental design3

forced models using the SRES A2 scenario12 of anthropogenic CO2

emissions (including those due to land-use change). For each model,
an ‘uncoupled’ simulationwas carried out in which the land and ocean
carbon cycles were made insensitive to the climate change caused by
the increase in atmospheric CO2. Comparison between the coupled
and uncoupled simulations allows the direct effects of CO2 on land and
ocean carbon sinks to be separated from the effects of climate
change3,13. We test the emergent constraint derived from the C4MIP
GCMs against results from the recent HadCM3 land carbon-cycle
ensemble14.
Our emergent constraint could also be tested against the recent

CMIP5 climate–carbon-cycle models, which will appear in the Fifth
Assessment Report of the Intergovernmental Panel on Climate
Change. However, models in that report typically use prescribed

concentrations of atmospheric CO2 (ref. 15). This makes direct com-
parison with the observed interannual variability in the atmospheric
CO2 concentration difficult. Therefore, the emergent constraint we
present here is conditional on the relatively simplistic representations
of the carbon cycle in the C4MIP models.
Table 1 summarizes results from six C4MIPGCMs (A to F) for 1960

to 2099. For all models, the impact of climate change on the carbon
cycle results in a larger increase in atmospheric CO2 in the coupled
simulation relative to the uncoupled simulation. This amplification
varies by an order of magnitude across the model ensemble (from
an extra 18 parts per million by volume (p.p.m.v.) in modelD to an
extra 212 p.p.m.v. in model A). A large part of this uncertainty arises
from differing responses of tropical land carbon to projected climate
changes in each model. All models produce a significant increase in
tropical land carbon storage in the uncoupled simulations as a result of
the direct effects of CO2 on photosynthesis and water-use efficiency
(from 1263 gigatonnes of carbon (GtC) in model F to 1413GtC in
model C). The neglect of carbon–nitrogen interactions in this first
generation of climate–carbon models is arguably a major limitation
in themid and high latitudes16, but ismuch less problematic in tropical
forests, which are not typically nitrogen-limited17. Forest inventories
are also consistent with a significant CO2 fertilization in the tropics18,19.
Despite the reasonable agreement among models on the effect of CO2

fertilization, the fully coupled simulations produce very different
changes in tropical land carbon storage from 1960 to 2099 (from
211GtC for model A to 1319GtC for modelD).
Figure 1a represents the evolution of tropical land carbon storage in

the C4MIPmodels, with the upper and lower estimates shown for both
the coupled and uncoupled simulations. The lower estimate in the
coupled simulation comes from the HadCM3LC model, which pro-
jects Amazon forest dieback under CO2-induced climate change1,9,10.
In this model, tropical land carbon storage increases owing to direct
CO2 effects until around 2050, but then declines abruptly owing to
warming and drying in Amazonia9. This projection, along with recent
extreme droughts in Amazonia20–22, suggests that tropical forest die-
back is a potential high-impact tipping element that would constitute
an abrupt change in Earth’s climate system23.
To separate direct effects of CO2 from those of climate change, we

follow previous analyses3,13 in writing the change in tropical land car-
bon storage, DCLT, in terms of the change in atmospheric CO2, DCa,
and the change in tropical mean temperature, DTT:

DCLT~bLTDCazcLTDTT

Here bLT (GtC per p.p.m.v.) and cLT (GtCK21) are the sensitivities of
tropical land carbon storage to direct CO2 effects and to climate
change, respectively. The uncoupled simulations are used to estimate
bLT for each model, and then these values are used to isolate cLT from
the coupled simulations3,13 by subtracting the direct CO2 effect.
Figure 1b is a scatter plot of bLT and cLT for each C4MIP model and
the three HadCM3 ensemble members.Whereas the bLT values span a
factor of two, from about 0.5 to 1GtC per p.p.m.v., the cLT values range
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over a factor of more than four, from 229GtCK21 (model F) to
2133GtCK21 (model A), with a C4MIP mean of 269GtCK21 and
standard deviation of 39GtCK21. This range is even larger if the
HadCM3 ensemble members are included. We therefore focus on
reducing the larger uncertainty, namely that in cLT.
Our inspiration for deriving a multi-model emergent constraint

comes from a recent study that showed a strong relationship between
the contemporary temperature sensitivity of seasonal snow cover and
the magnitude of the snow–albedo feedback, across more than 20
GCMs7. Because the seasonal cycle of snow cover can be estimated
from observations, this model-derived relationship converts the con-
temporary observations to a constraint on the size of the snow–albedo
feedback in the real climate system, for which there is no direct reliable
measurement. Emergent constraints of this type make use of the often
bewildering spread among Earth-system model projections to reduce
uncertainties in the sensitivities of the real Earth system to anthro-
pogenic forcing. They are distinct and complementary to bottom-up
constraints arising from process-based studies.
It made sense a priori to look for an emergent constraint linking the

sensitivity of tropical land carbon to interannual variability (IAV) in
the growth rate of atmospheric CO2. Tropical land carbon changes in
response to climate through changes in the net land–atmosphere CO2

flux into and out of this carbon store. Critically, the sensitivity of this
net tropical CO2 flux is revealed by the IAV in the CO2 growth rate,
because this is known to be dominated by the response of the tropical
land carbon cycle to climatic anomalies (Supplementary Fig. 1a) such
as the El Niño/Southern Oscillation8,24,25. Hence, some relationship
between the IAV in CO2 and the longer-term sensitivity of tropical
land carbon storage to climate change (cLT) is to be expected, as long as
processes that are not evident in the short-term variation of the CO2

fluxes (for example forest dynamics or changes in long-lived soil car-
bon pools) do not dominate the long-term response. This is our

working hypothesis to be tested against the C4MIP models, which
include a range of representations of slowvegetation and soil processes3.
Figure 2a compares the observed IAV in the growth rate of global

atmospheric CO2 (refs 26, 27) with the IAV in the annual mean trop-
ical temperature28. In both cases, we have chosen observational vari-
ables (global mean atmospheric CO2 and mean land-plus-ocean
temperature between 30uN and 30u S) for consistency with the vari-
ables available from the C4MIP models. Aside from the years imme-
diately after the volcanic eruptions24 of Mount Agung, El Chichon and
Mount Pinatubo, the IAV in the growth rate of atmospheric CO2 is
linearly correlated with the IAV in the tropical temperature (r5 0.65
(correlation coefficient),P, 0.0001; Fig. 2b), with a best-fit ‘IAVsensi-
tivity’ of 5.16 0.9GtC yr21 K21. Excluding these volcano-affected
years has an impact on the best-fit sensitivity of less than 5%, but avoids
the complication of diffuse-light fertilization of plant growth29, which
is not included in any of the C4MIP models. We also find a similar
sensitivity regardless of which tropical temperature reconstruction we
use. There is a greater sensitivity to the choice of the global atmospheric
CO2 data set, but this does not affect our overall conclusions (Sup-
plementary Table 1).
A similar calculation is made for each of the coupled climate–

carbon-cycle models, to derive the sensitivity of the CO2 growth rate
to tropical temperature for the period 1960–2010. Compared with the
observational data,models tend to overestimate the IAV in the tropical
temperature by a factor of up to two, and to overestimate the IAV in
the CO2 growth rate by a factor of up to three. The correlation between
these variables is underestimated in some models (F, B and D) and
overestimated in others (A, E and C). Hence, IAV sensitivity varies
across the C4MIP model ensemble, from 2.96 1.4GtC yr21 K21

(model F) to 9.76 0.7GtC yr21 K21 (model A), with most of this
range resulting from differences in the sensitivity of heterotrophic
respiration to climate (Supplementary Fig. 1b). The three HadCM3

Table 1 | Summary data for climate-carbon cycle projections
Model Change in global atmospheric CO2 (p.p.m.v.) Change in tropical land carbon (GtC) Change in tropical temperature (K)

Coupled Uncoupled Coupled Uncoupled

A HadCM3LC 689 477 211 354 3.93
B IPSL 453 381 177 365 2.70
C MPI 524 443 242 413 4.36
D CCSM1 483 465 319 364 1.53
E FRCGC 589 465 118 271 3.61
F LOOP 489 460 185 263 3.30
G HadCM3C-st 599 331 2148 317 4.41
H HadCM3C-a 445 333 26 168 3.76
I HadCM3C-h 589 246 2165 251 4.08

Changes in atmospheric CO2, tropical land carbon and tropical near-surface air temperature (30uN–30uS), as simulated by the nine climate–carbonGCMs analysed in this study. Models A to F are from theC4MIP
study3, whichprescribed theSRESA2CO2 emissions scenario. For thesemodels, the changes are calculated over theperiod1960–2099.ModelsG to I are froma land carbon-cycle parameter ensemble carriedout
with theHadCM3model under the SRES A1B scenario14, andwere run only to 2080, so differences here are for 1960 to 2080. In all cases,model runswere carried out both including and excluding climate effects
on the carbon cycle (‘coupled’ and ‘uncoupled’, respectively), so that the impacts of climate–carbon-cycle feedbacks could be diagnosed.
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ensemble members, which were produced by perturbing only para-
meters in the land carbon-cycle component of the model13, span an
even larger range (5.6–14.4GtC yr21 K21), suggesting that uncertain-
ties in the modelling of the tropical land carbon cycle are critical.
Most importantly, these differing IAV sensitivities are strongly cor-

related (r5 0.98, P5 0.0005) with variations in cLT across C4MIP
models (black labels in Fig. 3a). The dashed red line in Fig. 3a shows
the best-fit straight line relating these variables for the six C4MIP
GCMs (although in principle a well-defined nonlinear function would
also yield an emergent constraint). The red labels in Fig. 3a show how
well this relationship would have predicted the variation in cLT for the
three HadCM3 ensemble members given the IAV sensitivity of each.
We note that two of the HadCM3 variants have cLT values beyond the
range of the C4MIP models, but that the extrapolated straight line is
nevertheless able to fit these outliers. The dotted vertical black lines in
Fig. 3a show the IAV sensitivity (61 s.d.), as previously estimated from
the contemporary observations, from which we derive tighter bounds
on cLT.
With the model-derived relationship between cLT and the IAV

sensitivity, we can use the observational constraint to estimate a proba-
bility density function (PDF) for cLT (Methods). Figure 3b compares
this with the PDF arising from assuming that all C4MIP models are
equally likely to be true and come from an underlying Gaussian dis-
tribution (red line). The emergent constraint from the IAV sensitivity
of the CO2 growth rate sharpens the PDF of cLT andmoves its peak to a
less negative value (2536 17 as opposed to2696 39GtCK21). The
application of the IAV constraint reduces the estimated probability of
cLT valuesmore negative than2100GtCK21, typically associatedwith
models that project CO2-induced tropical forest dieback, by almost
two orders of magnitude from 21% to 0.24%.
The IAVconstraint also gives strong confirmation that tropical land

carbon is vulnerable to warming caused by non-CO2 forcing factors11.
Remaining uncertainties in tropical land climate–carbon-cycle feed-
backs are therefore the magnitude of long-term CO2 ferti-
lization effects in the tropics, and the extent to which future climate
change will be caused by non-CO2 factors.

METHODS SUMMARY
We used results from six of the eleven models used in C4MIP3. The five excluded
models consisted of four Earth-systemmodels of intermediate complexity, which
do not typically generate internal variability as required to define the interannual
sensitivity of the CO2 growth rate to tropical temperature anomalies, and one
GCM (LLNL), which reported zonal mean land temperatures rather than zonal
mean (land and ocean) temperatures. Outputs from the remaining six models
were reported as annual means for each 30u latitudinal band (available at https://

c4mip.lsce.ipsl.fr/diagnostics_phase2.html). We combined the outputs from the
30uN–0u and 0u–30u S bands to define the projected changes for the 30uN–30u S
‘tropical’ band.
ModelsG, H and I in this study, which are used to test the emergent constraint

derived from the C4MIPmodels, come from a land carbon-cycle ensemble carried
out with the HadCM3C model14. HadCM3C is similar to C4MIP modelA
(HadCM3LC) but includes a higher-resolution ocean model (1.25u3 1.25u rather
than 2.5u3 3.75u) and interactive atmospheric sulphur-cycle chemistry.
Seventeen HadCM3C ensemble members were defined by perturbations to key
land surface parameters including leaf nitrogen concentrations and the temper-
ature sensitivities of photosynthesis and soil respiration14. All ensemble members
were driven by the SRES A1B emissions scenarios, including changes in non-CO2

forcing factors (most notably changes in anthropogenic sulphate aerosols10).
Uncoupled simulations were carried out only for the standard parameter values
(HadCM3-st), and the ensemble members leading to the lowest (HadCM3-a) and
highest (HadCM3-h) global carbon-cycle feedbacks. We therefore focused on
these three variants of HadCM3C in this study.
The analysis of the model outputs and observational data, and the statistical

methods employed are outlined in Methods.

Full Methods and any associated references are available in the online version of
the paper.

Received 31 May; accepted 28 December 2012.

Published online 6 February 2013.

1. Cox, P.M., Betts, R. A., Jones, C.D., Spall, S. A.& Totterdell, I. J. Acceleration of global
warming due to carbon cycle feedbacks in a coupled climate model. Nature 408,
184–187 (2000).

2. Malhi, Y. et al. Climate change, deforestation, and the fate of the Amazon. Science
319, 169–172 (2008).

3. Friedlingstein, P. et al. Climate-carbon cycle feedback analysis: results from the
C4MIP model intercomparison. J. Clim. 19, 3337–3353 (2006).

4. Jupp, T. E. et al. Development of probability density functions for future South
American rainfall. New Phytol. 187, 682–693 (2010).

5. Rammig, A.et al.Estimating the risk of Amazonian forest dieback.NewPhytol.187,
694–706 (2010).

6. Galbraith, D. et al.Multiple mechanisms of Amazonian forest biomass losses in
three dynamic global vegetation models under climate change. New Phytol. 187,
647–665 (2010).

7. Hall, A. & Qu, X. Using the current seasonal cycle to constrain snow albedo
feedback in future climate change. Geophys. Res. Lett. 33, L03502 (2006).

8. Bacastow, R. Modulation of atmospheric carbon dioxide by the Southern
Oscillation. Nature 261, 116–118 (1976).

9. Cox, P. M. et al. Amazon dieback under climate-carbon cycle projections for the
21st century. Theor. Appl. Climatol. 78, 137–156 (2004).

10. Cox, P. M. et al. Increasing risk of Amazonian drought due to decreasing aerosol
pollution. Nature 453, 212–215 (2008).

11. Huntingford, C. et al.Highly contrasting effects of different climate forcing agents
on ecosystem services. Phil. Trans. R. Soc. A 369, 2026–2037 (2011).

12. Nakicenovic, N. et al. Emissions Scenarios: Summary for Policymakers. Spec. Report
(Intergovernmental Panel on Climate Change, 2000).

13. Friedlingstein, P., Dufresne, J.-L., Cox, P. M. & Rayner, P. How positive is the
feedback between climate change and the carbon cycle? Tellus 55B, 692–700
(2003).

14. Booth, B. B. B. et al. High sensitivity of future global warming to land carbon cycle
processes. Environ. Res. Lett. 7, 024002 (2012).

15. Moss, R. H. et al. The next generation of scenarios for climate change research and
assessment. Nature 463, 747–756 (2010).

16. Hungate,B.A.et al.Nitrogenandclimate change.Science302,1512–1513 (2003).
17. Zaehle, S., Friedlingstein, P. & Friend, A. D. Terrestrial nitrogen feedbacks may

accelerate future climate change. Geophys. Res. Lett. 37, L01401 (2010).
18. Baker, T. R. et al. Increasing biomass in Amazonian forest plots. Phil. Trans. R. Soc.

Lond. B 359, 353–365 (2004).
19. Lewis, S. L. et al. Increasing carbon storage in intact African tropical forests.Nature

457, 1003–1006 (2009).
20. Marengo, J. A.et al.ThedroughtofAmazonia in2005. J. Clim.21,495–516 (2008).
21. Marengo, J. A. et al. Thedrought of 2010 in the context of historical droughts in the

Amazon region. Geophys. Res. Lett. 38, L12703 (2011).
22. Phillips, O. et al. Drought sensitivity of the Amazon rainforest. Science 323,

1344–1347 (2009).
23. Lenton, T. M. et al. Tipping elements in the Earth’s climate system. Proc. Natl Acad.

Sci. USA 105, 1786–1793 (2008).
24. Jones, C. D. & Cox, P. M. On the significance of atmospheric CO2 growth rate

anomalies in 2002–2003. Geophys. Res. Lett. 32, L14816 (2005).
25. Denman, K. L. et al. in Climate Change 2007: The Physical Science Basis (eds

Solomon, S. et al.) 499–587 (Cambridge Univ. Press, 2007).
26. Masarie, K. A. & Tans, P. P. Extension and integration of atmospheric carbon

dioxide data into a globally consistentmeasurement record. J. Geophys. Res. 100,
11593–11610 (1995).

27. Meinshausen, M. et al. The RCP greenhouse gas concentrations and their
extensions from 1765 to 2500. Clim. Change 109, 213–241 (2011).

0 5 10 15

Sensitivity of CO2 growth rate (GtC yr–1 K–1)

–200

–150

–100

–50

0

C
lim

at
e 

im
p

ac
t,

 
LT

 (G
tC

 K
–1

)

a
O

b
se

rv
at

io
na

l
co

ns
tr

ai
nt A

B

C
D

E

F

G

H

I

–200 –150 –100 –50 0 50
Climate impact, LT (GtC K–1)

0.000

0.005

0.010

0.015

0.020

0.025

P
ro

b
ab

ili
ty

 d
en

si
ty

b

After IAV
constraint

C4MIP
models

Figure 3 | Emergent constraint on the sensitivity of tropical land carbon to
climate change. a, Climate sensitivity of tropical land carbon (cLT) versus the
sensitivity of the CO2 growth rate to tropical temperature, for each of the
models shown in Table 1. The dashed line shows the best-fit straight line across
the C4MIPmodels (black). The red symbols represent a test of this relationship
against the three HadCM3C ensemble members. The dot–dash lines indicate
the constraint on the observed IAV in theCO2 growth rate derived fromFig. 2b.
b, PDF for the climate sensitivity of cLT. The black line was derived by applying
the IAV constraint to the across-model relationship shown in a. The red line
shows the ‘prior’ PDF that arises from assuming that all of the C4MIP models
are equally likely to be correct and that they come from aGaussian distribution.

LETTER RESEARCH

2 1 F E B R U A R Y 2 0 1 3 | V O L 4 9 4 | N A T U R E | 3 4 3

Macmillan Publishers Limited. All rights reserved©2013

71



28. Smith, T. M. et al. Improvements to NOAA’s historical merged land-ocean surface
temperature analysis (1880–2006). J. Clim. 21, 2283–2296 (2008).

29. Mercado, L. M. et al. Impact of changes in diffuse radiation on the global land
carbon sink. Nature 458, 1014–1017 (2009).

Supplementary Information is available in the online version of the paper.

AcknowledgementsWe acknowledge funding from the NERC NCEO programme
(P.M.C. and C.M.L.); the EU Greencycles II project (P.M.C. and P.F.); the EU FP7
‘CARBONES’ project (D.P. and C.D.J.); the Joint DECC/Defra Met Office Hadley Centre
ClimateProgramme (GA01101) (D.P.,B.B.B.andC.D.J.); theCEHScienceBudget (C.H.)
and the Newton Institute programme on ‘Mathematical and Statistical Approaches to
Climate Modelling and Prediction’, during which this research was first formulated
(P.M.C., B.B.B. and C.H.). We also acknowledge the modelling groups that provided
results to C4MIP.

Author Contributions P.M.C. led the study and drafted the manuscript. D.P. assisted
with the statistical analysis, especially the estimationof the observationally constrained
PDF in Fig. 3b. P.F. provided data and guidance on the C4MIP model ensemble, and
B.B.B. did likewise for the HadCM3 carbon-cycle ensemble. C.H. processed
observational climate data sets to produce time series of tropical mean temperature
anomalies. P.M.C., C.D.J., P.F. and C.H. have had discussions over many years
concerning the relationship between the interannual variability and the long-term
sensitivity of the land carbon cycle to climate change. C.M.L. provided invaluable
insights into the interpretation of the regression line in Fig. 3a. All co-authors
commented on and provided edits to the original manuscript.

Author Information Reprints and permissions information is available at
www.nature.com/reprints. The authors declare no competing financial interests.
Readers are welcome to comment on the online version of the paper. Correspondence
and requests for materials should be addressed to P.M.C. (p.m.cox@exeter.ac.uk).

RESEARCH LETTER

3 4 4 | N A T U R E | V O L 4 9 4 | 2 1 F E B R U A R Y 2 0 1 3

Macmillan Publishers Limited. All rights reserved©2013

72



METHODS
Choice of models and variables. To make use of the observed interannual vari-
ation in atmospheric CO2 as a constraint, we need climate–carbon-cycle simula-
tions thatmodelCO2 as a ‘free’, fully prognostic variable.We thereforemake use of
the C4MIP simulations3, which used prescribed SRES A2 CO2 emissions but
calculated the globalmean atmospheric CO2 concentration interactively.We have
augmented the C4MIP results with free CO2 runs from a carbon-cycle parameter
ensemble carried out with HadCM3 (ref. 14). These HadCM3 runs allow the
emergent constraint derived from the C4MIP models to be tested over a wide
range of possible future carbon losses from tropical land.
To derive an emergent constraint, it is of paramount importance that equivalent

variables are compared from the models and observations. Therefore, because the
C4MIP models reported global mean atmospheric CO2, and mean land-plus-
ocean near-surface temperatures, we compute the same diagnostics from the
observational data sets (see below).
Diagnosis of cLT. The sensitivity of tropical land carbon storage to temperature,
cLT, is calculated as in previous studies3,13. First, the sensitivity of tropical land
carbon storage to direct CO2 effects, as given by the parameter bLT, is diagnosed
from the uncoupled simulation for each model, bLT~DCu

LT=DC
u
a , where

DCu
LT~Cu

LT(t1){Cu
LT(t0) is the change in tropical land carbon storage (in GtC)

and DCu
a~Cu

a (t1){Cu
a (t0) is the change in global atmospheric CO2 concentration

(inp.p.m.v.), in both cases between time t0 and time t1 for the uncoupled simulation.
This value of bLT is then used to isolate cLT from the coupled simulation of each

model, using the equation

cLT~
DCc

LT{bLTDC
c
a

DTc
T

where DCc
LT~Cc

LT(t1){Cc
LT(t0) is the change in tropical land carbon storage (in

GtC), DCc
a~Cc

a(t1){Cc
a(t0) is the change in global atmospheric CO2 concentra-

tion (in p.p.m.v.) and DTc
T~Tc

T(t1){Tc
T(t0) is the change in mean tropical

(30uN–30u S) temperature (in K), in all cases between time t0 and time t1 for
the coupled simulation.
We define the changes relative to 1960 in all cases (that is, t05 1960), and use

the longest possible common simulation periods over which to diagnose bLT and
cLT for the C4MIP models (t15 2099) and the HadCM3C ensemble members
(t15 2080), respectively.
Sensitivity of CO2 growth-rate anomaly to tropical temperature anomaly.The
sensitivity of the atmospheric CO2 growth rate to tropical temperature is calcu-
lated over the period 1960–2010 inclusive, for the observations and all models.
However, for the observational data, and the HadCM3C simulations, which
included volcanoes, we exclude the years 1963, 1964, 1982, 1983, 1991 and
1992, which were heavily influenced by the volcanic eruptions24 of Mount
Agung (in 1963), El Chichon (in 1982) and Mount Pinatubo (in 1991). There
are two reasons for removing volcanoes. First, not all the models in our ensembles
include the climatic effects of volcanic eruptions. Second, volcanoes are believed to
affect the land carbon sink through the effects of diffuse radiation fertilization29,
but these effects are not included in the generation of models considered here.We
therefore removed ‘volcano years’ from the observations to maximize consistency
between models and observations.
For comparability with the outputs available from the C4MIP models, we also

use the global CO2 concentration and the mean tropical (30uN–30u S) temper-
ature, including both land and ocean points.
As in previous studies24, the annual CO2 growth rate for the nth year, dCa/dt(tn),

is defined as the difference between the annual mean CO2 concentrations for the
nth and (n2 1)th years: dCa/dt(tn)5Ca(tn)2Ca(tn21). The CO2 growth rate is
therefore centred in time at the beginning of year n. To align the tropical temper-
ature anomalies, we take the associated tropical mean temperature, �TT(tn), to be
the mean of the annual mean tropical temperatures for years n and n2 1:

�TT(tn)~
TT(tn)zTT(tn{1)

2

For allmodel and observational time series, the annual CO2 growth rate, dCa/dt,
and the associated mean tropical temperature, �TT, were detrended using an 11-yr
running mean, with the residuals defining the annual anomalies (Supplementary
Fig. 2). In each case, a least-squares linear regression was found between these
anomalies in the CO2 growth rate and the anomalies in the tropical temperature,
with the gradient of the best fit defining the IAV sensitivity (see below).
The IAV sensitivity was calculated for a range of data sets of tropical temper-

ature and atmospheric CO2 (see below), to explore the uncertainty in the estimate
of the IAV sensitivity arising from uncertainties in the observational data. These
different estimates are listed in Supplementary Table 1.

To isolate the separate contributions of the tropical net primary productivity
and soil respiration, similar regressions against tropical temperature anomalies
were carried out separately for each of these fluxes as diagnosed from the C4MIP
models (Supplementary Fig. 1). This showed that the IAV sensitivity across the
model ensemble is correlated with the response of tropical soil respiration
(Supplementary Fig. 1b), rather than net primary productivity (Supplementary
Fig. 1c). By contrast, the wide range of longer-term projections of changes in land
carbon storage is known to be in part due to the different responses of net primary
productivity to climate change3.
Observational data. Observed annual global CO2 concentration26 for 1980 to
2010 was downloaded from the NOAA website (http://www.esrl.noaa.gov/gmd/
ccgg/trends/global.html#global_data). Because this data set covers only the period
from 1980, global CO2 concentrations for 1960–1979 were taken from the histori-
cal data sets derived for usewith the RCP scenarios27 (http://www.pik-potsdam.de/
,mmalte/rcps/index.htm#).
Tropical (30uN–30u S) annualmean temperatures were calculated fromNCDC

data28 (http://www.ncdc.noaa.gov/ghcnm/maps.php), from the CRU/Met Office
HadCRU3data set (http://www.metoffice.gov.uk/hadobs/hadcrut3/) and from the
GISS data set (http://data.giss.nasa.gov/gistemp/).
Least-squares linear regression. Least-squares linear regressions were calculated
using well-established formulae (see, for example, http://mathworld.wolfram.com/
LeastSquaresFitting.html). The linear regression, fn, between a time series given by
yn and a time series given by xn is defined by a gradient, b, and intercept, a: fn5
a1 bxn. Minimizing the least squares error for yn involves minimizing

s2~
1

N{2

XN
n~1

fyn{fng2

where N is the number of data points in each time series. In this case, the best-fit

gradient is given by �b~s2xy=s
2
x . Heres2x~

PN
n~1 fxn{�xg2=N is the variance of xn

and s2xy~
PN

n~1 fxn{�xgfyn{�yg=N is the covariance of the xn and yn time series,

which have means of �x and �y, respectively. The standard error of b is given by
sb~s=sx

ffiffiffiffi
N

p
, which defines a Gaussian probability density for b:

P(b)~
1ffiffiffiffiffiffiffiffiffiffi
2ps2b

p exp {
(b{�b)2

2sb

� �

The ‘prediction error’ of the regression is the following function of x:

sf (x)~s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1z

1
N
z

(x{�x)2

Ns2x

s

This expression defines contours of equal probability density around the best-fit
linear regression, which represent the probability density of y given x:

Pfyjxg~ 1ffiffiffiffiffiffiffiffiffiffi
2ps2f

q exp {
(y{f (x))2

2sf

� �

where sf5sf(x), as above.
Calculation of the PDF for cLT.The emergent constraint derived in this study is a
linear regression across the C4MIP GCMs between the temperature sensitivity of
land carbon storage in the tropics, cLT, and the sensitivity of the annual growth rate
in atmospheric CO2 to the annual tropical temperature anomaly, which we label
here as cCO2. In the context of the least-squares linear regression presented above,
cLT is equivalent to y and cCO2 is equivalent to x.
The linear regression therefore provides an equation for the probability of cLT

given cCO2 (that is, the equation forP{y j x} above). Supplementary Fig. 3 shows the
best-fit straight line (thick dashed red line) and the plus and minus sf prediction
error contours (as thin dashed red lines) on the same scales as in Fig. 3a.
In addition, the linear regression between the observed annual anomalies in the

atmospheric CO2 growth rate25,26 and the tropicalmean temperature27 provides an
observation-based PDF for cCO2 (via the equation for P(b) above). The best-fit
cCO2 from these observations is shown by the thick dashed vertical line in
Supplementary Fig. 3, and the uncertainty in this fit is shown by the thin dashed
vertical lines representing plus and minus 1 s.e. about the best-fit value.
Given these two PDFs, P{cLT j cCO2} and P(cCO2), the PDF for cLT is

P(cLT)~
ð

?

{?
PfcLTjcCO2gP(cCO2) dcCO2

The integrand, PfcLTjcCO2gP(cCO2), is shown by the continuous black contours in
Supplementary Fig. 3, and the integral is the basis for the black PDF for cLT shown
in Fig. 3b.
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Abstract

Accurate assessment of anthropogenic carbon dioxide (CO2) emissions and their redis-
tribution among the atmosphere, ocean, and terrestrial biosphere is important to better
understand the global carbon cycle, support the climate policy process, and project
future climate change. Present-day analysis requires the combination of a range of5

data, algorithms, statistics and model estimates and their interpretation by a broad sci-
entific community. Here we describe datasets and a methodology developed by the
global carbon cycle science community to quantify all major components of the global
carbon budget, including their uncertainties. We discuss changes compared to pre-
vious estimates, consistency within and among components, and methodology and10

data limitations. Based on energy statistics, we estimate that the global emissions
of CO2 from fossil fuel combustion and cement production were 9.5±0.5 PgC yr−1

in 2011, 3.0 percent above 2010 levels. We project these emissions will increase
by 2.6 % (1.9–3.5 %) in 2012 based on projections of Gross World Product and re-
cent changes in the carbon intensity of the economy. Global net CO2 emissions from15

Land-Use Change, including deforestation, are more difficult to update annually be-
cause of data availability, but combined evidence from land cover change data, fire
activity in regions undergoing deforestation and models suggests those net emissions
were 0.9±0.5 PgC yr−1 in 2011. The global atmospheric CO2 concentration is mea-
sured directly and reached 391.38±0.13 ppm at the end of year 2011, increasing20

1.70±0.09 ppm yr−1 or 3.6±0.2 PgC yr−1 in 2011. Estimates from four ocean mod-
els suggest that the ocean CO2 sink was 2.6±0.5 PgC yr−1 in 2011, implying a global
residual terrestrial CO2 sink of 4.1±0.9 PgC yr−1. All uncertainties are reported as ±1
sigma (68 % confidence assuming Gaussian error distributions that the real value lies
within the given interval), reflecting the current capacity to characterise the annual es-25

timates of each component of the global carbon budget. This paper is intended to
provide a baseline to keep track of annual carbon budgets in the future.
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All carbon data presented here can be downloaded from the Carbon Dioxide Infor-
mation Analysis Center (doi:10.3334/CDIAC/GCP V2012).

1 Introduction

The concentration of carbon dioxide (CO2) in the atmosphere has increased from ap-
proximately 278 parts per million (ppm) in 1750, the beginning of the Industrial Era, to5

391.4 at the end of 2011 (Conway and Tans, 2012). This increase was caused initially
mainly by the anthropogenic release of carbon to the atmosphere from deforestation
and other land-use change activities. Emissions from fossil fuel combustion started
before the Industrial Revolution and became the dominant source of anthropogenic
emissions to the atmosphere from around 1920 until present. Anthropogenic emis-10

sions occur on top of an active natural carbon cycle that circulates carbon between the
atmosphere, ocean, and terrestrial biosphere reservoirs on time scales from days to
many millennia, while geologic reservoirs have even longer timescales (Archer et al.,
2009).

The “global carbon budget” presented here refers to the direct and indirect anthro-15

pogenic perturbation of CO2 in the atmosphere. It quantifies the input of CO2 to the
atmosphere by emissions from human activities, the growth of CO2 in the atmosphere,
and the resulting changes in land and ocean carbon fluxes directly in response to in-
creasing atmospheric CO2 levels and indirectly in response to climate and other anthro-
pogenic changes. An understanding of this perturbation budget over time and the un-20

derlying variability and trends of the natural carbon cycle are necessary to understand
and quantify climate-carbon feedbacks. This also allows potentially earlier detection of
any approaching discontinuities or tipping points of the carbon cycle in response to
anthropogenic changes (Falkowski et al., 2000).

The components of the CO2 budget that are reported in this paper include separate25

estimates for (1) the CO2 emissions from fossil fuel combustion and cement produc-
tion (EFF), (2) the CO2 emissions resulting from deliberate human activities on land,
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including land use, land-use change and forestry (shortened to LUC hereafter; ELUC),
(3) the growth rate of CO2 in the atmosphere (GATM), and (4) the uptake of CO2 by the
“CO2 sinks” in the ocean (SOCEAN) and on land (SLAND). The CO2 sinks as defined here
include the response of the land and oceans to elevated CO2 and changes in climate
and other environmental conditions. The emissions and their partitioning among the5

atmosphere, ocean and land are in balance:

EFF +ELUC = GATM +SOCEAN +SLAND (1)

Equation (1) subsumes, and partly omits, two kinds of processes. The first is the net in-
put of CO2 to the atmosphere from the chemical oxidation of reactive carbon-containing
gases, primarily methane (CH4), carbon monoxide (CO), and volatile organic com-10

pounds such as terpene and isoprene, which we quantify here for the first time. The
second is the anthropogenic perturbations to inland freshwaters, estuaries, and coastal
areas carbon cycling, that modify both lateral fluxes transported from land ecosystems
to the open ocean, and “vertical” CO2 fluxes of rivers and estuaries outgassing, and
the air-sea CO2 net exchange of coastal areas (Battin et al., 2008; Aufdenkampe et15

al., 2011). These flows are omitted in absence of details on the natural versus an-
thropogenic terms of these loops of the carbon cycle. The inclusion of these fluxes of
anthropogenic CO2 would affect the estimates of SLAND and perhaps SOCEAN in Eq. (1),
but not GATM.

The global carbon budget has been assessed by the Intergovernmental Panel on20

Climate Change (IPCC) in all Assessment reports (Watson et al., 1990; Schimel et al.,
1995; Prentice et al., 2001; Denman et al., 2007), and by others (Conway and Tans,
2012). These included budget estimates for the decades of the 1980s, 1990s and, most
recently, the period 2000–2005. The IPCC methodology has been adapted and used by
the Global Carbon Project (GCP, www.globalcarbonproject.org), who have coordinated25

a cooperative community effort for the annual publication of global CO2 budgets for
year 2005 (Raupach et al., 2007; including fossil emissions only), year 2006 (Canadell
et al., 2007), year 2007 (published online), year 2008 (Le Quéré et al., 2009), year 2009
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(Friedlingstein et al., 2010), and most recently, year 2010 (Peters et al., 2012b). Each
of these papers updated previous estimates with the latest available information for
the entire time series. From 2008, these publications projected fossil fuel emissions for
one additional year using the projected World Gross Domestic Product and estimated
improvements in the carbon intensity of the economy.5

We adopt a range of ±1 standard deviation (sigma) to report the uncertainties in
our annual estimates, representing a likelihood of 68 % that the true value lies within
the provided range, assuming that the errors have a Gaussian distribution. This choice
reflects the difficulty of characterising the uncertainty in the CO2 fluxes between the
atmosphere and the ocean and land reservoirs individually, as well as the difficulty to10

update the CO2 emissions from LUC, particularly on an annual basis. A 68 % likelihood
provides an indication of our current capability to quantify each term and its uncer-
tainty given the available information. For comparison, the Fourth Assessment Report
of the IPCC (AR4) generally reported 90 % uncertainty for large datasets whose un-
certainty is well characterised, or for long time intervals less affected by year-to-year15

variability. This includes, for instance, attribution statements associated with recorded
warming levels since the pre-industrial period. The 90 % number corresponds to the
IPCC language of “very likely” or “very high confidence represents at least a 9 out of
10 chance”; our 68 % value is near the 66 % which the IPCC reports as only “likely”.
The uncertainties reported here combine statistical analysis of the underlying data and20

expert judgement of the likelihood of results lying outside this range. The limitations of
current information are discussed in the paper.

All units are presented in petagrammes of carbon (PgC, 1015 gC), which is the same
as gigatonnes of carbon (GtC). Units of gigatonnes of CO2 (or billion tonnes of CO2)
used in policy circles are equal to 3.67 multiplied by the value in units of PgC.25

This paper provides a detailed description of the datasets and methodology used
to compute the global CO2 budget and associated uncertainties for the period 1959–
2011. It presents the global CO2 budget estimates by decade since the 1960s, includ-
ing the last decade (2002–2011), the results for the year 2011, and a projection of
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EFF for year 2012. It is intended that this paper will be updated every year using the
format of “living reviews”, to help keep track of new versions of the budget that re-
sult from new data, revision of data, and changes in methodology. Additional materials
associated with the release of each new version will be posted at the Global Car-
bon Project (GCP) website (http://www.globalcarbonproject.org/carbonbudget). With5

this approach, we aim to provide transparency and traceability in reporting indicators
and drivers of climate change.

2 Methods

The original data and measurements to complete the global carbon budget are gener-
ated by multiple organizations and research groups around the world. The effort pre-10

sented here is thus mainly one of synthesis, where results from individual groups are
collated, analysed and evaluated for consistency. Descriptions of the measurements,
models, and methodologies follow below and in depth descriptions of each component
are described elsewhere (e.g. Andres et al., 2012; Houghton et al., 2012).

2.1 CO2 emissions from fossil fuel combustion and cement production (EFF)15

2.1.1 Fossil fuel and cement emissions and their uncertainty

The calculation of global and national CO2 emissions from fossil fuel combustion, in-
cluding gas flaring and cement production (EFF), relies primarily on energy data, specif-
ically data on hydrocarbon fuels, collated and archived by several organisations (An-
dres et al., 2012), including the Carbon Dioxide Information Analysis Center (CDIAC),20

the International Energy Agency (IEA), the United Nations (UN), and the United States
Department of Energy (DoE) Energy Information Administration (EIA). We use the
emissions estimated by the CDIAC (http://cdiac.ornl.gov) which are based primarily
on energy data provided by the UN Statistics Division (UN, 2012a, b) (Table 1), and
are typically available 2–3 yr after the close of a given year. CDIAC also provides the25
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only dataset that extends back in time to 1751 with consistent and well-documented
emissions from all fossil fuels, cement production, and gas flaring for all countries (and
their uncertainty); this makes the dataset a unique resource for research of the carbon
cycle during the fossil fuel era. For this paper, we use CDIAC emissions data up to pe-
riod 1959–2009, and preliminary estimates based on the BP annual energy review for5

emissions in 2010 and 2011 (BP, 2012). BP’s sources for energy statistics overlap with
those of the UN data but are compiled more rapidly, using a smaller group of mostly
developed countries and assumptions for missing data. The preliminary estimates are
replaced by the more complete CDIAC data when available. Past experience shows
that projections based on the BP data provide reliable estimates for the two most re-10

cent years when full data are not yet available from the UN (see Sect. 3.2).
Emissions from cement production are based on cement data from the US Geolog-

ical Survey (Van Oss, 2011) up to year 2009, and from preliminary data for 2010 and
2011 (US Geological Survey, 2012). Emission estimates from gas flaring are calcu-
lated in a similar manner as those from solid, liquid, and gaseous fuels, and rely on the15

UN Energy Statistics to supply the amount of flared fuel. For emission years 2010 and
2011, flaring estimates are assumed constant from the emission year 2009 UN-based
data. The basic data on gas flaring have large uncertainty. Fugitive emissions of CH4
from the so-called upstream sector (coal mining, oil extraction, gas extraction and dis-
tribution) are not included in the accounts of CO2 emissions except to the extent that20

they get captured in the UN energy data and counted as gas “flared or lost”. The UN
data are not able to distinguish between gas that is flared or vented.

When necessary, fuel masses/volumes are converted to fuel energy content using
coefficients provided by the UN and then to CO2 emissions using conversion factors
that take into account the relationship between carbon content and heat content of25

the different fuel types (coal, oil, gas, gas flaring) and the combustion efficiency (to
account, for example, for soot left in the combustor or fuel otherwise lost or discharged
without oxidation). In general, CO2 emissions for equivalent energy consumptions are
about 30 % higher for coal compared to oil, and 70 % higher for coal compared to gas
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(Marland et al., 2007). These calculations are based on the mass flows of carbon and
assume that the carbon discharged as CO or CH4 will soon be oxidized to CO2 in the
atmosphere and hence counts the carbon mass with CO2 emissions.

Emissions are estimated for 1959–2011 for 129 countries and regions. The disag-
gregation of regions (e.g. the former Soviet Union prior to 1992) is based on the shares5

of emissions in the first year after the countries are disaggregated.
Estimates of CO2 emissions show that the global total of emissions is not equal to

the sum of emissions from all countries. This is largely attributable to combustion of
fuels used in international shipping and aviation, where the emissions are included in
the global totals but are not attributed to individual countries. In practice, the emissions10

from international bunker fuels are calculated based on where the fuels were loaded,
but they are not included with national emissions estimates. Smaller differences also
occur because globally the sum of imports in all countries is not equivalent to the sum
of exports, because of differing treatment of oxidation of non-fuel uses of hydrocarbons
(e.g. as solvents, lubricants, feedstocks, etc.).15

The uncertainty of the annual fossil fuel and cement emissions for the globe has
been estimated at ±5 % (scaled down from the published 10 % at ±2 sigma to the use
of ±1 sigma bounds reported here) (Andres et al., 2012). This includes an assessment
of the amounts of fuel consumed, the carbon contents of fuels, and the combustion
efficiency. While in the budget we consider a fixed uncertainty of 5 % for all years, in20

reality the uncertainty, as a percentage of the emissions, is growing with time because
of the larger share of global emissions from non-Annex B countries with weaker statis-
tical systems (Marland et al., 2009). For example, the uncertainty in Chinese emissions
estimates has been estimated at around ±10 % (±1 sigma; Gregg et al., 2008). Gener-
ally, emissions from mature economies with good statistical bases have an uncertainty25

of only a few percent (Marland, 2008).
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2.1.2 Emissions embodied in goods and services

National emissions inventories take a territorial (production) perspective by “in-
clude[ing] all greenhouse gas emissions and removals taking place within national
(including administered) territories and offshore areas over which the country has juris-
diction” (from the Revised 1996 IPCC Guidelines for National Greenhouse Gas Inven-5

tories). That is, emissions are allocated to the country where and when the emissions
actually occur. The emission inventory of an individual country does not include the
emissions from the production of goods and services produced in other countries (e.g.
food and clothes) that are used for national consumption. The difference between the
standard territorial emission inventories and consumption-based emission inventories10

is the net transfer (exports minus imports) of emissions from the production of interna-
tionally traded goods and services. Complementary emission inventories that allocated
emissions to the final consumption of goods and services (e.g. Davies et al., 2011) pro-
vide additional information that can be used to understand emission drivers, quantify
emission leakages between countries, and potentially design more effective and effi-15

cient climate policy.
We estimate consumption-based emissions by enumerating the global supply chain

using a global model of the economic relationships between sectors in every coun-
try (Peters et al., 2011a). Due to availability of the input data, detailed estimates are
made for the years 1997, 2001, 2004, and 2007 (Peters et al., 2011a) using economic20

and trade data from the Global Trade and Analysis Project (GTAP; Narayanan et al.,
2012). The results cover 57 sectors and up to 129 countries and regions. The results
are extended into an annual time-series from 1990 to the latest year of the fossil-fuel
emissions or GDP data (2010 in this budget), using GDP data by expenditure (from
the UN Main Aggregates database, UN, 2012c) and time series of trade data from25

GTAP (Peters et al., 2012b). We do not provide an uncertainty estimate for these emis-
sions, but based on model comparisons and sensitivity analysis, they are unlikely to
be significantly larger than for the territorial emission estimates (Peters et al., 2011b).
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Uncertainty is expected to increase for more detailed results (Peters et al., 2011b) (e.g.
the results for Annex B will be more accurate than the sector results for an individual
country).

It is important to note that the consumption-based emissions defined here consider
directly the carbon embodied in traded goods and services, but not the trade in unox-5

idised fossil fuels (coal, oil, gas). In our consumption-based inventory, emissions from
traded fossil fuels accrue to the country where the fuel is burned or consumed, not the
exporting country from which it was extracted.

The consumption-based emission inventories in this carbon budget have several im-
provements over previous years. The detailed estimates for 2004 and 2007 are based10

on an updated version of the GTAP database (Narayanan et al., 2012). We estimate
the sector level CO2 emissions using our own calculations based on the GTAP data
and methodology, but scale the national totals to match the CDIAC estimates from
the carbon budget. We do not include international transportation in our estimates.
The time-series of trade data provided by GTAP covers the period 1995–2009 and our15

methodology uses the trade shares of this dataset. For the period 1990–1994 we as-
sume the trade shares of 1995, while in 2010 we assume the trade shares of 2008
since 2009 was heavily affected by the global financial crisis. We identified errors in the
trade shares of Taiwan and Netherlands in 2008 and 2009, and for these two countries,
the trade shares for 2008–2010 are based on the 2007 trade shares.20

This data does not contribute to the global average terms in Eq. (1), but are rele-
vant to the anthropogenic carbon cycle as they reflect the movement of carbon across
the Earth’s surface in response to human needs (both physical and economic). Fur-
thermore, if national and international climate policies continue to develop in an un-
harmonised way, then the trends reflected in these data will need to be accommodated25

by those developing policies.
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2.1.3 Emissions projections for the current year

Energy statistics are normally available around June for the previous year. We use the
close relationship between the growth in world Gross Domestic Product (GDP) and the
growth in global emissions (Raupach et al., 2007) to project emissions for the current
year. This is based on the so-called Kaya (also called IPAT) identity, whereby EFF is5

decomposed by the product of GDP and the fossil fuel carbon intensity of the economy
(IFF) as follows:

EFF = GDP · IFF (2)

taking a time derivative of this equation gives:

dEFF

dt
=

d(GDP · IFF)

dt
(3)10

and applying the rules of calculus, assuming that GDP and IFF are independent:

dEFF

dt
=

dGDP
dt

· IFF +GDP · dIFF

dt
(4)

finally, dividing Eq. (4) by Eq. (2) gives:

1
EFF

dEFF

dt
=

1
GDP

dGDP
dt

+
1
IFF

dIFFF

dt
(5)

where the left hand term is the relative growth rate of EFF, and the right hand terms15

are the relative growth rates of GDP and IFF, respectively, which can simply be added
linearly to give overall growth rate. The growth rates are reported in percent below by
multiplying each term by 100. Because preliminary estimates of annual change in GDP
are made well before the end of a calendar year, making assumptions on the growth
rate of IFF allows us to make projections of the annual change in CO2 emissions well20

before the end of a calendar year.
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2.1.4 Growth rate in emissions

We report the annual growth rate in emissions for adjacent years in percent by calcu-
lating the difference between the two years and then comparing to the emissions in the
first year: [(EFF(t0 +1)−EFF(t0))/EFF(t0)] ·100. This is the simplest method to charac-
terise a one-year growth compared to the previous year. This has strong links with the5

more general way in which society presents economic change in journalistic circles,
most often a comparison of present-day economic activity compared to the previous
year.

The growth rate of EFF over time periods of greater than one year can be re-written
using its logarithm equivalent as follows:10

1
EFF

dEFF

dt
=

d(lnEFF)

dt
(6)

Here we calculate growth rates in emissions for multi-year periods (e.g. a decade)
by fitting a linear trend to ln (EFF) in Eq. (6), reported in percent per year. We fit the
logarithm of EFF rather than EFF directly because this method ensures that computed
growth rates satisfy Eq. (6). This method differs from previous papers (Raupach et al.,15

2007; Canadell et al., 2007; Le Quéré et al., 2009) who computed the fit to EFF and
divided by average EFF directly, but the difference is very small (<0.05 %) in the case
of EFF.

2.2 CO2 emissions from land-use, land-use change and forestry (ELUC)

Net LUC emissions reported in our annual budget (ELUC) include CO2 fluxes from af-20

forestation, deforestation, logging (forest degradation and harvest activity), shifting cul-
tivation (cycle of cutting forest for agriculture then abandoning), regrowth of forests fol-
lowing wood harvest or abandonment of agriculture, fire-based peatland emissions and
other land management practices (Table 2). Our annual estimate combines information
from a bookkeeping model (Sect. 2.2.1) primarily based on forest area change and25
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biomass data from the Forest Resource Assessment (FRA) of the Food and Agriculture
Organisation (FAO) (Houghton, 2003) published at intervals of five years, with annual
emissions estimated from satellite-based fire activity in deforested areas (Sect. 2.2.2;
van der Werf et al., 2010). The bookkeeping model is used mainly to quantify the mean
ELUC over the time period of the available data, and the satellite-based method to dis-5

tribute these emissions annually. The satellite-based emissions are available from year
1997 onwards only. We also use independent estimates from Dynamic Global Vegeta-
tion Models (Sect. 2.2.3) to help quantifying the uncertainty in global ELUC.

2.2.1 Bookkeeping method

ELUC calculated using a bookkeeping method (Houghton, 2003) keeps track of the10

carbon stored in vegetation and soils before deforestation or other land-use change,
and the changes in forest age classes, or cohorts, of disturbed lands after land-use
change. It tracks the CO2 emitted to the atmosphere over time due to decay of soil and
vegetation carbon in different pools, including wood products pools after logging and
deforestation. It also tracks the regrowth of vegetation and build-up of soil carbon pools15

following land-use change. It considers transitions between forests, pastures and crop-
land, shifting cultivation, degradation of forests where a fraction of the trees is removed,
abandonment of agricultural land, and forest management such as logging and fire
management. In addition to tracking logging debris on the forest floor, the bookkeeping
model tracks the fate of carbon contained in harvested wood products that is eventually20

emitted back to the atmosphere as CO2, although a detailed treatment of the lifetime in
each product pool is not performed (Earles et al., 2012). Harvested wood products are
partitioned into three pools with different turnover times. All fuel-wood is assumed to be
burned in the year of harvest (1.0 yr−1). Pulp and paper products are oxidized at a rate
of 0.1 yr−1. Timber is assumed to be oxidized at a rate of 0.01 yr−1, and elemental car-25

bon decays at 0.001 yr−1. The general assumptions about partitioning wood products
among these pools are based on national harvest data.
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The primary land-cover change and biomass data for the bookkeeping model anal-
ysis is the FAO FRA 2010 (FAO, 2010) (Table 1), which is based on countries’ self-
reporting of statistics on forest cover change and management partially combined with
satellite data in more recent assessments. Changes in land cover other than forest are
based on annual, national changes in cropland and pasture areas reported by the FAO5

Statistics Division (FAOSTAT, 2010). The LUC data set is non-spatial and aggregated
by regions. The carbon stocks on land (biomass and soils), and their response func-
tions subsequent to LUC, are based on averages per land cover type, per biome and
per region. Similar results were obtained using forest biomass carbon density based
on satellite data (Baccini et al., 2012). The bookkeeping model does not include land10

ecosystems’ transient response to changes in climate, atmospheric CO2 and other en-
vironmental factors, but the growth/decay curves are based on contemporary data that
will implicitly reflect the effects of CO2 and climate at that time.

2.2.2 Fire-based method

LUC CO2 emissions calculated from satellite-based fire activity in deforested areas15

(van der Werf et al., 2010) provide information that is complementary to the bookkeep-
ing approach. Although they do not provide a direct estimate of ELUC as they do not
include processes such as respiration, wood harvest, wood products or forest regrowth,
they do provide insight on the year-to-year variations in ELUC that result from the inter-
actions between climate and human activity (e.g. there is more burning and clearing20

of forests in dry years). The “deforestation fire emissions” assumes an important role
of fire in removing biomass in the deforestation process, and thus can be used to in-
fer direct CO2 emissions from deforestation using satellite-derived data on fire activity
in regions with active deforestation (legacy emissions such as decomposition from on
ground debris or soils are missed by this method). The method requires information25

on the fraction of total area burned associated with deforestation versus other types of
fires, and can be merged with information on biomass stocks and the fraction of the
biomass lost in a deforestation fire to estimate CO2 emissions. The satellite-based fire
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emissions are limited to the tropics, where fires result mainly from human activities.
Tropical deforestation is the largest and most variable single contributor to ELUC.

Here we used annual estimates from the Global Fire Emissions Database (GFED3),
available from http://www.globalfiredata.org. Burned area from Giglio et al. (2010) is
merged with active fire retrievals to mimic more sophisticated assessments of defor-5

estation rates in the pan-tropics (van der Werf et al., 2010). This information is used
as input data in a modified version of the satellite-driven CASA biogeochemical model
to estimate carbon emissions, keeping track of what fraction was due to deforestation
(van der Werf et al., 2010). The CASA model uses different assumptions to compute
delay functions compared to the bookkeeping model, and does not include historical10

emissions or regrowth from land use change prior to the availability of satellite data.
Comparing coincident CO emissions and their atmospheric fate with satellite-derived
CO concentrations allows for some validation of this approach (e.g. van der Werf et al.,
2008).

In this paper, we only use emissions based on deforestation fires to quantify the15

interannual variability in ELUC. We calculate the anomaly in these emissions over the
1997–2011 time period, and add this to average ELUC estimated using the bookkeeping
method. We thus assume that all land management activities apart from deforestation
do not vary significantly on a year-to-year basis. Other sources of interannual variability
(e.g. the impact of climate variability on regrowth) are accounted for in SLAND.20

2.2.3 Dynamic Global Vegetation Models (DGVMs) and uncertainty assessment
for LUC

Net LUC CO2 emissions have also been estimated using DGVMs that explicitly rep-
resent some processes of vegetation growth, mortality and decomposition associated
with natural cycles and also provide a response to prescribed land-cover change and25

climate and CO2 drivers (Table 2). The DGVMs calculate the dynamic evolution of
biomass and soil carbon pools that are affected by environmental variability and change
in addition to LUC transitions each year. They are independent from the other budget
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terms except for their use of atmospheric CO2 concentration to calculate the fertiliza-
tion effect of CO2 on primary production. The DGVMs do not provide exactly ELUC as
defined in this paper because they represent fewer processes resulting directly from
human activities on land, but include the vegetation and soil response to increasing at-
mospheric CO2 levels, to climate variability and change (in three models), in addition to5

atmospheric N deposition in the presence of nitrogen limitation (in one model; Table 2).
Nevertheless all methods represent deforestation, afforestation and regrowth, three of
the most important components of ELUC, and thus the model spread can help quantify
the uncertainty in ELUC.

The DGVMs used here prescribe land-cover change from the HYDE spatially gridded10

datasets updated to 2009 (Goldewijk et al., 2011; Hurtt et al., 2011), which is based on
FAO statistics of change in agricultural area (FAOSTAT, 2010) with assumptions made
about change in forest or other land cover as a result of agricultural area change. The
changes in agricultural areas are then implemented within each model (for instance,
an increased cropland fraction in a grid cell can either use pasture land, or forest, the15

latter resulting into deforestation). This differs with the data set used in the bookkeeping
method (Houghton, 2003 and updates), which is based on forest area change statis-
tics (FAO, 2010). The DGVMs also represent a different methodology of calculating
carbon fluxes, and thus provide an independent assessment of LUC emissions to the
bookkeeping results (Sect. 2.2.1).20

Differences between estimates thus originate from three main sources, firstly the land
cover change data set, secondly different approaches in models, and thirdly different
process boundaries (Table 2). Four different DGVM estimates are presented here and
used to explore the uncertainty in LUC annual emissions (Jain et al., 2012; Kato et al.,
2012; Poulter et al., 2010; Stocker et al., 2011b; Table 3). While many published DGVM25

LUC emissions estimates exist, these model runs were driven by a consistent updated
HYDE LUC data set up to year 2009.

We examine the standard deviation of the annual estimates to assess the uncer-
tainty in ELUC. The standard deviation across models in each year ranged from 0.09
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to 0.70 PgC yr−1, with an average of 0.42 PgC yr−1 from 1960 to 2009. One of the four
models (Jain et al., 2012) was used with three different LUC data sets (including HYDE
and FAO FRA, 2005) (Jain et al., 2012; Meiyappan and Jain, 2012). The standard
deviation for decadal means in these three model runs was ±0.19 PgC yr−1 for 1990
to 2005, and ranged from 0.06 to 0.70 PgC yr−1 for annual estimates with an aver-5

age of ±0.27 PgC yr−1 from 1960 to 2005. Assuming the two sources of uncertainty
are independent, we can combine them using standard error propagation rules. Tak-
ing the quadratic sum of the mean annual standard deviation across the four DGVMs
(0.42 PgC yr−1) and the standard deviation due to different land cover change data sets
(0.27 PgC yr−1) we get a combined standard deviation of 0.5 PgC yr−1.10

We use the combined standard deviation ±0.5 PgC yr−1 as a quantitative measure
of uncertainty for annual emissions, and to reflect our best value judgment that there
is at least 68 % chance (±1 sigma) that the true LUC emission lies within the given
range, for the range of processes considered here. However, we note that missing
processes such as the decomposition of drained tropical peatlands (Ballhorn et al.,15

2009; Hooijer et al., 2010) could introduce biases which are not quantified here, while
the inclusion of the impact of climate variability on land processes by some DGVMs
(Table 2) may inflate the standard deviation in annual estimates of LUC emissions
compared to our definition of ELUC. The uncertainty of ±0.5 PgC yr−1 is slightly lower
than that of ±0.7 PgC yr−1 estimated in the 2010 CO2 budget release (Friedlingstein et20

al., 2010) based on expert assessment of the available estimates. A more recent expert
assessment of uncertainty for the decadal mean based on a larger set of published
model and uncertainty studies estimated ±0.5 PgC yr−1 (Houghton et al., 2012), which
partly reflects improvements in data on forest area change using satellite data, and
partly more complete understanding and representation of processes in models. We25

adopt ±0.5 PgC yr−1 here for the decadal averages presented Table 4.
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2.3 Atmospheric CO2 growth rate (GATM)

2.3.1 Global atmospheric CO2 growth rate estimates

The atmospheric CO2 growth rate is provided by the US National Oceanic and Atmo-
spheric Administration Earth System Research Laboratory (Conway and Tans, 2012),
which is updated from Ballantyne et al. (2012). For the 1959–1980 period, the global5

growth rate is based on measurements of atmospheric CO2 concentration averaged
from the Mauna Loa and South Pole stations, as observed by the CO2 Program at
Scripps Institution of Oceanography (Keeling et al., 1976) and other research groups.
For the 1980–2011 time period, the global growth rate is based on the average of mul-
tiple stations selected from the marine boundary layer sites (Ballantyne et al., 2012),10

after fitting each station with a smoothed curve as a function of time, and averaging
by latitude band (Masarie and Tans, 1995). The annual growth rate is estimated from
atmospheric CO2 concentration by taking the average of the most recent November–
February months (for Mauna Loa) and December–January months (for the globe) cor-
rected for the average seasonal cycle and subtracting this same average one year ear-15

lier. The growth rate in units of ppm yr−1 is converted to fluxes by multiplying by a factor
of 2.123 PgC per ppm (Enting et al., 1994) for comparison with the other components.

The uncertainty around the annual growth rate based on the multiple stations dataset
ranges between 0.11 and 0.72 PgC yr−1, with a mean of 0.61 PgC yr−1 for 1959–1980
and 0.18 PgC yr−1 for 1980–2011, when a larger set of stations were available. It is20

based on the number of available stations, and thus takes into account both the mea-
surement errors and data gaps at each station. This uncertainty is larger than the un-
certainty of ±0.1 PgC yr−1 reported for decadal mean growth rate by the IPCC because
errors in annual growth rate are strongly anti-correlated in consecutive years leading to
smaller errors for longer time scales. The decadal change is computed from the differ-25

ence in concentration ten years apart based on measurement error of 0.35 ppm (based
on offsets between NOAA/ESRL measurements and those of the World Meteorologi-
cal Organization World Data Center for Greenhouse Gases, NOAA/ESRL, 2012) for the
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start and end points (the decadal change uncertainty is the sqrt(2 · (0.35 ppm)2)/10 yr
assuming that each yearly measurement error is independent). This uncertainty is also
used in Table 4.

2.3.2 Contribution of anthropogenic CO and CH4 to the global anthropogenic
CO2 budget5

Emissions of CO and CH4 to the atmosphere are assumed to be mainly balanced
by natural land CO2 sinks for all biogenic carbon compounds, but small imbalances
(omitted in Eq. 1) arise through anthropogenic emissions of fugitive fossil fuel CH4 and
CO, and changes in oxidation rates, e.g. in response to climate variability. Emissions
of CO from combustion processes are included with EFF and ELUC (for example, CO10

emissions from fires associated with LUC are included in ELUC). However, fugitive an-
thropogenic emissions of fossil CH4 (e.g. gas leaks) from the coal, oil and gas upstream
sectors are not counted in EFF because these leaks are not inventoried in the fossil fuel
statistics as they are not consumed as fuel.

In the absence of anthropogenic change, natural sources of CO and CH4 from wild-15

fires and CH4 wetlands are assumed to be balanced by CO2 uptake by photosynthesis
on continental and long time-scale (e.g. decadal or longer). Anthropogenic land use
change (e.g. biomass burning for forest clearing or land management, wetland man-
agement) and the indirect anthropogenic effects of climate change on wildfires and
wetlands result in an imbalance of sources and sinks of carbon. For the purposes of20

this study, we assume wildfire and wetland emissions of CO and CH4 are in balance,
and that the non-industrial anthropogenic biogenic sources are captured within esti-
mates of emissions of CO2 from LUC (included in Sect. 2.2). Peatland draining results
in a reduction of CH4 emissions and an increase in CO2 (not included in modelled esti-
mates presented here). Thus, none of the CO and CH4 sources above are included in25

the (anthropogenic) CO2 budget of this study.
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By contrast to biogenic sources, CO and CH4 emissions from fossil fuel use are not
balanced by any recent CO2 uptake by photosynthesis, and hence represent a net
addition of fossil carbon to the atmosphere. This is implicitly included in this study as
estimates of CO2 emissions are based on the total carbon content of the fuel, and the
measured CO2 growth rate includes CO2 from CO.5

This is not the case for anthropogenic fossil CH4 emission from fugitive emissions
during natural gas extraction and transport, and from the coal and oil industry (gas
leaks). This emission of carbon to the atmosphere is not included in the fossil fuel CO2

emissions described in Sect. 2.1. This CH4 emission is estimated at 0.09 Pg C yr−1

(Kirschke et al., 2012). Fossil CH4 emissions are assumed to be oxidized with a lifetime10

of 12.4 yr, the e-folding time of an atmospheric perturbation removal (Prater et al.,
2012). After one year, 92 % of these emissions remain in the atmosphere as CH4 and
contribute to the observed CH4 global growth rate, whereas the rest (8 %) get oxidized
into CO2, and contribute to the CO2 growth rate. Given that anthropogenic fossil fuel
CH4 emissions represent a fraction of 15 % of the total global CH4 source (Kirschke et15

al., 2012), we assumed that a fraction of 0.15 times 0.92 of the observed global growth
rate of CH4 of 6 Tg C-CH4 yr−1 (units of C in CH4 form) during 2000–2009 is due to
fossil CH4 sources. Therefore, annual fossil fuel CH4 emissions contribute 0.8 Tg C-
CH4 yr−1 to the CH4 growth rate and 0.8 Tg C-CO2 yr−1 (units of C in CO2 form) to the
CO2 growth rate. Summing up the effect of fossil fuel CH4 emissions from each previous20

year during the past 10 yr, a fraction of which is oxidized into CO2 in the current year,
this defines a contribution of 5 Tg C-CO2 yr−1 to the CO2 growth rate. Thus the effect of
anthropogenic fossil CH4 fugitive emissions and their oxidation to anthropogenic CO2
in the atmosphere can be assessed to have a negligible effect on the observed CO2
growth rate, although they do contribute significantly to the global CH4 growth rate.25
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2.4 Ocean CO2 sink

A mean ocean CO2 sink of 2.2± 0.4 PgC yr−1 for the 1990s was estimated by the IPCC
(Denman et al., 2007) based on three data-based methods (Mikaloff Fletcher et al.,
2006; Manning and Keeling, 2006; McNeil et al., 2003) (Table 1). Here we adopt this
mean CO2 sink, and compute the trends in the ocean CO2 sink for 1959–2011 using a5

combination of global ocean biogeochemistry models. The models represent the phys-
ical, chemical and biological processes that influence the surface ocean concentration
of CO2 and thus the air-sea CO2 flux. The models are forced by meteorological re-
analysis data and atmospheric CO2 concentration available for the entire time period.
They compute the air-sea flux of CO2 over grid boxes of 1 to 4 degrees in latitude and10

longitude.
For 1959–2008, four model estimates were used (Le Quéré et al., 2009). For years

2009 to 2011, we use the interannual variability estimated by the models available
to us. These include updates of three of the models used in Le Quéré et al. (2009);
Aumont and Bopp (2006); Doney et al. (2009); Buitenhuis et al. (2010) and one fur-15

ther model estimate updated from Assman et al. (2010). We do not recompute the
1959–2008 trend to avoid introducing annual changes in the trend that are associated
with the model ensemble rather than with real progress in knowledge or in the num-
ber of models available. Instead, we compute the average model anomaly compared
to the average of 1999–2008, the ten-year period immediately preceding the end of20

the trend previously estimated and add this to the estimate presented in Le Quéré et
al. (2009). The standard deviation of the ocean model ensemble is generally about 0.1–
0.2 PgC yr−1. We estimate that the uncertainty in the annual ocean CO2 sink is about
±0.5 PgC yr−1, reflecting both the uncertainty in the mean sink and in the interannual
variability as assessed by models.25
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2.5 Terrestrial CO2 sink

The difference between the fossil fuel (EFF) and LUC net emissions (ELUC), the atmo-
spheric growth rate (GATM) and the ocean CO2 sink (SOCEAN) is attributable to the net
sink of CO2 in terrestrial vegetation and soils (SLAND), within the given uncertainties.
Thus, this sink can be estimated either as the residual of the other terms in the mass5

balance budget but also directly calculated using DGVMs. Note the SLAND term does
not include gross land sinks directly resulting from LUC (e.g. regrowth of vegetation)
as these are estimated as part of the net land use flux (ELUC). The residual land sink
(SLAND) is in part due to the fertilising effect of rising atmospheric CO2 on plant growth,
N deposition and climate change effects such as prolonged growing seasons in north-10

ern temperate areas. This terrestrial sink was often referred as the “missing sink” prior
to the 1990s, before atmospheric CO2 (Tans et al., 1990), δ13C (Quay et al., 1992) and
O2 (Keeling et al., 1996) studies independently constrained the ocean and hence the
land sinks.

2.5.1 Residual of the budget15

For 1959–2011, the terrestrial carbon sink was estimated from the residual of the other
budget terms:

SLAND = EFF +ELUC − (GATM +SOCEAN) (7)

The uncertainty in SLAND is estimated annually from the quadratic sum of the uncer-
tainty in the right-hand terms assuming the errors are not correlated. The uncertainty20

averages to ±0.8 PgC yr−1 over 1959–2011, increasing with time to ±0.93 PgC yr−1 in
2011. SLAND estimated from the residual of the budget will include, by definition, all the
missing processes and potential biases in the other component of Eq. (7).
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2.5.2 DGVMs

A comparison of the residual calculation of SLAND in Eq. (7) with outputs from DGVMs
similar to those described in Sect. 2.2.3, but designed to quantify SLAND rather than
ELUC, provides an independent estimate of the consistency of SLAND with our under-
standing of the functioning of the terrestrial vegetation in response to CO2 and climate5

variability. An ensemble of nine DGVMs are presented here, coordinated by the project
“Trends and drivers of the regional-scale sources and sinks of carbon dioxide (Trendy)”
(Sitch et al., 2012) (Table 3). These DGVMs were forced with changing climate and at-
mospheric CO2 concentration, and a fixed contemporary cropland distribution. These
models thus include all climate variability and CO2 effects over land, but do not include10

the trend in CO2 sink capacity associated with human activity directly affecting changes
in vegetation cover and management. This effect has been estimated to have lead to
a reduction in the terrestrial sink by 0.5 PgC yr−1 since 1750 (Gitz and Ciais, 2003) but
it is neglected here. The models estimate the mean and variability of SLAND based on
atmospheric CO2 and climate, and thus both terms can be compared to the budget15

residual.
The standard deviation of the annual CO2 sink across the nine DGVMs ranges from

±0.8 to±1.8 PgC yr−1, with an average of ±1.1 PgC yr−1 for the period 1960 to 2009.
When only the interannual variability is analysed as in Le Quéré et al. (2009) by re-
moving the mean sink of the 1990s from each estimate individually, the standard de-20

viation of the annual CO2 sink decreases to 0.80 PgC yr−1, an improvement from the
0.95 PgC yr−1 presented in Le Quéré et al. (2009) using an ensemble of five models.
As this standard deviation across the DGVM models and around the mean trends is of
the same magnitude as the combined uncertainty due to the other components (EFF,
ELUC, GATM, SOCEAN), the DGVMs do not provide further constrains on the terrestrial25

CO2 sink compared to the residual of the budget (Eq. 7). However (1) they confirm that
the sum of our knowledge on annual CO2 emissions and their partitioning is plausible,
(2) they suggest that the uncertainty of ±0.8 PgC yr−1 for SLAND estimated from Eq. (7)
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is an appropriate reflection of current knowledge, and (3) they enable the attribution
of the fluxes to the underlying processes and provide a breakdown of the regional
contributions (not shown here).

3 Results

3.1 Global CO2 budget averaged over decades5

The global CO2 budget averaged over the last decade (2002–2011) is shown in Fig. 1.
For this time period, 89 % of the total emissions (EFF +ELUC) were caused by fossil fuel
combustion and cement production, and 11 % by land-use change. The total emissions
were partitioned among the atmosphere (46 %), ocean (27 %) and land (28 %). All
components except land-use change emissions have grown since 1959 (Figs. 2 and 3),10

with important interannual variability in the atmospheric growth rate and land CO2 sink
(Fig. 3), and some decadal variability in all terms (Table 4).

Global CO2 emissions from fossil fuel combustion and cement production have
increased every decade from an average of 3.1±0.2 PgC yr−1 in the 1960s to
8.3±0.4 PgC yr−1 during 2002–2011 (Table 4). The growth rate in these emissions de-15

creased between the 1960s and the 1990s, from 4.5 % yr−1 in the 1960s, 2.9 % yr−1 in
the 1970s, 1.9 % yr−1 in the 1980s, 1.0 % yr−1 in the 1990s, and increased again since
year 2000 at an average of 3.1 % yr−1. In contrast, CO2 emissions from LUC have
remained constant at around 1.5±0.5 PgC yr−1 during 1960–1999, and decreased to
1.0±0.5 PgC yr−1 since year 2000. The decreased emissions from LUC since 2000 is20

also reproduced by the DGVMs (Fig. 5).
The growth rate in atmospheric CO2 increased from 1.7±0.1 PgC yr−1 in the

1960s to 4.3±0.1 PgC yr−1 during 2002—2011 with important decadal variations
(Table 4). The ocean CO2 sink increased from 1.5±0.5 PgC yr−1 in the 1960s
to 2.5±0.5 PgC yr−1 during 2002–2011, while the land CO2 sink increased from25
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1.3±0.8 PgC yr−1 in the 1960s to 2.6±0.8 PgC yr−1 during 2002–2011, also with im-
portant decadal variations.

3.2 Global CO2 budget for year 2011 and emissions projection for 2012

Global CO2 emissions from fossil fuel combustion and cement production reached
9.5±0.5 PgC in 2011 (Fig. 4; see also Peters et al., 2012a). The total emissions in5

2011 were distributed among coal (43 %), oil (34 %), gas (18 %), cement (4.9 %) and
gas flaring (0.7 %). These first four categories increased by 5.4, 0.7, 2.2, and 2.7 %
respectively over the previous year, without enough data to calculate the change for
gas flaring. Using Eq. (5), we estimate that global CO2 emissions in 2012 will reach
9.7±0.5 PgC, or 2.6 % above 2011 levels (likely range of 1.9–3.5, Peters et al., 2012a),10

and that emissions in 2012 will thus be 58 % above emissions in 1990. The expected
value is computed using the world GDP projection of 3.3 % made by the IMF (October
2012) and a growth rate for IFF of −0.7 % which is the average from the previous 10 yr.
The uncertainty range is based on 0.2 % for GDP growth (the range in IMF estimates
published in January, April, July, and October 2012) and the range in IFF due to short15

term trends of −0.1 % yr−1 (2007–2011) and medium term trends of −1.2 % yr−1 (1990–
2011); the combined uncertainty range is therefore 1.9 % (3.3–1.2–0.2) and 3.5 % (3.3–
0.1+0.2). Projections made for the 2009, 2010, and 2011 CO2 budget compared well
to the actual CO2 emissions for that year (Table 5) and were useful to capture the
current state of the fossil fuel emissions.20

In 2011, global CO2 emissions were dominated by emissions from China (28 % in
2011), the USA (16 %), the EU (27 member states; 11 %), and India (7 %). The per-
capita CO2 emissions in 2011 were 1.4 tC person−1 yr−1 for the globe, and 4.7, 2.0, 1.8,
and 0.5 tC person−1 yr−1 for the USA, China, the EU and India, respectively (Fig. 4e).

Territorial-based emissions in Annex B countries have remained stable from 1990–25

2000, while consumption-based emissions have grown at 0.5 % yr−1 (Fig. 4c). In
non-Annex B countries territorial-based emissions have grown at 4.4 % yr−1, while
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consumption-based emissions have grown at 4.0 % yr−1. In 1990, 65 % of global
territorial-based emissions were emitted in Annex B countries, while in 2010 this had
reduced to 42 %. In terms of consumption-based emissions this split was 66 % in 1990
and 46 % in 2010. The difference between territorial-based and consumption-based
emissions (the net emission transfer via international trade) from non-Annex B to An-5

nex B countries has increased from 0.04 PgC in 1990 to 0.38 PgC in 2010 (Fig. 4), with
an average annual growth rate of 9 % yr−1. The increase in net emission transfers of
0.33 PgC from 1990–2008 compares with the emission reduction of 0.2 PgC in Annex
B countries. These results clearly show a growing net emission transfer via interna-
tional trade from non-Annex B to Annex B countries. In 2010, the biggest emitters from10

a territorial-based perspective were China (26 %), USA (17 %), EU (12 %), and India
(7 %), while the biggest emitters from a consumption-based perspective were China
(22 %), USA (18 %), EU (15 %), and India (6 %).

Global CO2 emissions from Land-Use Change activities were 0.9±0.5 PgC in 2011,
with the decrease of 0.2 PgC yr−1 from the year 2010 estimate based on satellite-15

detected fire activity.
Atmospheric CO2 growth rate was 3.6±0.2 PgC in 2011 (1.70±0.09 ppm; Fig. 3).

This is slightly below the 2000–2009 average of 4.0±0.1 PgC yr−1, though the interan-
nual variability in atmospheric growth rate is large.

The ocean CO2 sink was 2.6±0.5 PgC yr−1 in 2011, a slight increase compared to20

the sink of 2.5±0.5 PgC yr−1 in 2010 and 2.3±0.5 PgC yr−1 in 2000–2009 (Fig. 3). All
four models suggest that the ocean CO2 sink in 2011 was greater than the 2010 sink.

The terrestrial CO2 sink calculated as the residual from the carbon budget was
4.1±0.9 PgC in 2011, well above the 2.7±0.9 PgC in 2010 and 2.4±0.9 PgC yr−1 in
2000–2009 (Fig. 3). This large sink is consistent with enhanced CO2 sink during the25

wet and cold conditions associated with the strong La Niña condition that started in
the middle of 2010 and ended in March 2012, as discussed for previous events (Peylin
et al., 2005; Tian et al., 1998). Results from DGVMs are available to year 2010 only
(Fig. 5).
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4 Discussion

Each year when the global CO2 budget is published, each component for all previ-
ous years is updated to take into account corrections that are due to further scrutiny
and verification of the underlying data in the primary input data sets (Fig. 6). The up-
dates have generally been relatively small and generally focused on the most recent5

past years, except for LUC between 2008 and 2009 when LUC emissions were revised
downwards by 0.56 PgC yr−1, and after 1997 for this budget where we introduced an es-
timate of interannual variability from management-climate interactions. The 2008/2009
revision was the result of the release of FAO 2010, which contained a major update to
forest cover change for the period 2000–2005 and provided the data for the following10

5 yr to 2010. Updates were at most 0.24 PgC yr−1 for the fossil fuel and cement emis-
sions, 0.19 PgC yr−1 for the atmospheric growth rate, 0.20 PgC yr−1 for the ocean CO2
sink. The update for the residual land CO2 sink was also large, with maximum value of
0.71 PgC yr−1, directly reflecting the revision in other terms of the budget. Likewise, the
land sink estimated by DGVMs has also reflected the increasing availability of model15

output to do these calculations.
Our capacity to separate the CO2 budget components can be evaluated by compar-

ing the land CO2 sink estimated with the budget residual (SLAND), which includes errors
and biases from all components, with the land CO2 sink estimates by the DGVM en-
semble, which are based on our understanding of processes of how the land responds20

to increasing CO2 and climate change and variability. The two estimates are generally
close (Fig. 5), both for the mean and for the interannual variability. The DGVMs corre-
late with the budget residual with r = 0.34 to 0.45 (median of r = 0.43), and r = 0.48 for
the model mean (Fig. 5). The DGVMs produce a decadal mean and standard deviation
across nine models of 2.6±0.8 PgC yr−1, nearly the same as the estimate produced25

with the budget residual (Table 4). Analysis of regional CO2 budgets would provide fur-
ther information to quantify and improve our estimates, as has been undertaken by the
REgional Carbon Cycle Assessment and Processes (RECCAP) exercise (Canadell et
al., 2011).

1134

87



D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Annual estimations of each component of the global CO2 budgets have their limita-
tions, some of which could be improved with better data and/or a better understanding
of carbon dynamics. The primary limitations involve resolving fluxes on annual time
scales and providing updated estimates for recent years for which data-based esti-
mates are not yet available. Of the various terms in the global budget, only the fossil-5

fuel burning and atmospheric growth rate terms are based primarily on empirical inputs
with annual resolution. The data on fossil fuel consumption and cement production are
based on survey data in all countries. The other terms can be provided on an annual
basis only through the use of models. While these models represent the current state
of the art, they provide only estimates of actual changes. For example, the decadal10

trends in ocean uptake and the interannual variations associated with El Niño/La Niño
(ENSO) are not directly constrained by observations, although many of the processes
controlling these trends are sufficiently well known that the model-based trends still
have value as benchmarks for further validation. Land-use emissions estimates and
their variations from year to year have even larger uncertainty, and much of the un-15

derlying data are not available as an annual update. Efforts are underway to work with
annually available satellite area change data or FAO reported data in combination with
fire data and modelling to provide annual updates for future budgets. The best re-
solved changes are in atmospheric growth (GATM), fossil-fuel emissions (EFF), and by
difference, the change in the sum of the remaining terms (SOCEAN+SLAND−ELUC). The20

variations from year to year in these remaining terms are largely model-based at this
time. Further efforts to increase the availability and use of annual data for estimating
the remaining terms with annual to decadal resolution are especially needed.

Our approach also depends on the reliability of the energy and land cover change
statistics provided at the country level, and are thus potentially subject to biases. Thus25

it is critical to develop multiple ways to estimate the carbon balance at the global and
regional level, including from the inversion of atmospheric CO2 concentration, the use
of other oceanic and atmospheric tracers, and the compilation of emissions using alter-
native statistics (e.g. sectors). Multiple approaches going from global to regional would
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greatly help improve confidence and reduce uncertainty in CO2 emissions and their
fate.

5 Conclusions

The estimation of global CO2 emissions and sinks is a major effort by the carbon cycle
research community that requires a combination of measurements and compilation of5

statistical estimates and results from models. The delivery of an annual carbon bud-
get serves two purposes. First, there is a large demand for up-to-date information on
the state of the anthropogenic perturbation of the climate system and its underpinning
causes. A broad stakeholder community relies on the datasets associated with the an-
nual CO2 budget including scientists, policy makers, businesses, journalists, and the10

broader civil society increasingly engaged in the climate change debate. Second, over
the last decade we have seen rapid changes in the human and biophysical worlds (e.g.
acceleration of fossil fuel emissions and the response of land and ocean carbon sinks
to global climate phenomena), which require a more frequent assessment of what we
can learn regarding future dynamics and the needs for climate change mitigation. In15

very general terms, both the oceans and the land surface presently mitigate a large
fraction of anthropogenic emissions. Any significant change in this situation is of great
importance to climate policymaking, as it implies different emissions levels to achieve
warming target aspirations such as remaining below the two-degrees of global warm-
ing since pre-industrial periods. Better constraints of carbon cycle models against the20

contemporary datasets raises the hope that they will be more accurate at future pro-
jection.

This all requires more frequent, robust, and transparent datasets and methods that
can be scrutinized and replicated. After seven annual releases done by the GCP, the
effort is growing and the traceability of the methods has become increasingly complex.25

Here, we have documented in detail the datasets and methods used to compile the an-
nual updates of the global carbon budget, explained the rationale for the choices made,
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the limitations of the information, and finally highlighted need for additional information
where gaps exist.

This paper via “living reviews” will help to keep track of new budget updates. The
evolution over time of the carbon budget is now a key indicator of the anthropogenic
perturbation of the climate system and its annual delivery joins a set of climate indi-5

cators to monitor the evolution of human-induced climate change, such as the annual
updates on the global surface temperature, sea level rise, minimum Arctic sea ice ex-
tent and others.

6 Data access

The accompanying database includes one excel file organised in seven spreadsheets:10

1. The global carbon budget (1959–2011).

2. Global CO2 emissions from fossil fuel combustion and cement production by fuel
type, and the per-capita emissions (1959–2011).

3. Territorial-based (e.g. as reported to the UN Framework Convention on Climate
Change) country CO2 emissions from fossil fuel combustion and cement produc-15

tion (1959–2011).

4. Consumption-based country CO2 emissions from fossil fuel combustion and ce-
ment production and emissions transfer from the international trade of goods and
services (1990–2010).

5. CO2 emissions from land-use change from the individual methods and models20

(1959–2011).

6. Ocean CO2 sink from the individual ocean models (1959–2011).

7. Terrestrial residual CO2 sink from the DGVMs (1959–2011).
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C., Pongratz, J., and Ramankutty, N.: Chapter G2 Carbon emissions from land use and land-
cover change, Biogeosciences Discuss., 9, 835–878, doi:10.5194/bgd-9-835-2012, 2012.15

Hurtt, G. C., Chini, L. P., Frolking, S., Betts, R. A., Feddema, J., Fischer, G., Fisk, J. P., Hibbard,
K., Houghton, R. A., Janetos, A., Jones, C. D., Kindermann, G., Kinoshita, T., Klein Goldewijk,
K., Riahi, K., Shevliakova, E., Smith, S., Stehfest, E., Thomson, A., Thornton, P., van Vuuren,
D. P., and Wang, Y. P.: Harmonization of land-use scenarios for the period 1500–2100: 600
years of global gridded annual land-use transitions, wood harvest, and resulting secondary20

lands, Climatic Change, 109, 117–161, 2011.
Jain, A. K., Meiyappan, P., Song, Y., and House, J. I.: Estimates of carbon emissions from

historical land-use and land-cover change, Glob. Change Biol., revised, 2012.
Kato, E., Kinoshita, T., Ito, A., Kamamiya, M., and Yamagata, Y.: Evaluation of spatially ex-

plicit emission scenario of land-use change and biomass burning using a process-based25

biogeochemical model, Journal of Land Use Science, doi:10.1080/1747423X.2011.628705,
in press, 2012.

Keeling, C. D., Bacastow, R. B., Bainbridge, A. E., Ekdhal, C. A., Guenther, P. R., and Water-
man, L. S.: Atmospheric carbon dioxide variations at Mauna Loa Observatory, Hawaii, Tellus,
28, 538–551, 1976.30

Keeling, R. F., Piper, S. C., and Heimann, M.: Global and hemispheric CO2 sinks deduced from
changes in atmospheric O2 concentration, Nature, 381, 218–222, 1996.

Kirschke, S., Bousquet, P., Ciais, P., Saunois, M., Dlugokencky, E. J., Bergamaschi, P.,
Bergmann, D., Blake, D. R., Bruhwiler, L., Cameron-Smith, P., Canadell, J. G., Castaldi, S.,

1141

D
iscussion

P
aper

|
D

iscussion
P

a
per

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|

Chevallier, F., Feng, L., Fraser, A., Fraser, P. J., Heimann, M., Hodson, E. L., Houweling, S.,
Josse, B., Krummel, P. B., Lamarque, J.-F., Le Quéré, C., Montzka, S. A., Naik, V., O’Doherty,
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Table 1. Data sources used to compute each component of the global CO2 budget.

Component Process Data source Data reference

EFF Fossil fuel combustion and gas flaring UN Statistics Division to 2009
BP for 2010–2011

UN (2012a, b)
BP (2012)

Cement production US Geological Survey Van Oss (2011)
US Geological Survey (2012)

Consumption-based country emissions Global Trade and Analysis
Project (GTAP)

Narayanan et al. (2012)

ELUC Land cover change (deforestation,
afforestation, and forest regrowth)

Forest Resource Assessment
(FRA) of the Food and Agricul-
ture Organisation (FAO)

FAO (2010)

Wood harvest FAO Statistics Division FAOSTAT (2010)

Shifting agriculture FAO FRA and Statistics Division FAOSTAT (2010)
FAO (2010)

Peat fires and interannual variability from
climate-land management interactions

Global Fire Emissions
Database (GFED3)

van der Werf et al. (2010)

GATM Change in CO2 concentration 1959–1980: CO2 Program at
Scripps Institution of Oceanog-
raphy and other research
groups.
1980–2011: US National
Oceanic and Atmospheric
Administration Earth System
Research Laboratory

Keeling et al. (1976)
Conway and Tans (2012) and
Ballantyne et al. (2012)

SOCEAN Uptake of anthropogenic CO2 1990–1999 average: indirect
estimates based on CFCs, at-
mospheric O2, and other tracer
observations

Manning and Keeling (2006);
McNeil et al. (2003); Mikaloff
Fletcher et al. (2006) as as-
sessed by the IPCC
Denman et al. (2007)

Impact of increasing atmospheric CO2, and
climate change and variability

Ocean models Le Quéré et al. (2009)
and Table 3

SLAND Response of land vegetation to:
Increasing atmospheric CO2 concentration
Climate change and variability
Other environmental changes

Budget residual
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Table 2. Comparison of the processes included in the ELUC of the global carbon budget and the
DGVMs. See Table 3 for model references.

CO2 budget VISIT ISAM-HYDE LPJmL LPJ-Bern

Deforestion, afforestation,
forest regrowth after aban-
donment of agriculture

yes yes yes yes yes

Wood harvest and forest
degradation

yes no yes no no

Shifting cultivation yes yes yes no no

Cropland harvest yes no no no yes

Peat fires from 1998 no no no no

Fire suppression for US only no no no no

Management-Climate
interactions

from 1998 no no no no

Climate change and
variability

no climate change is
present but decadal
mean response is
used for regrowing
uptake

climate variability
present but not
corresponding to
observed years

yes yes

CO2 fertilisation no yes yes yes yes

Nitrogen dynamics no no yes no no
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Table 3. References for the process models included in Fig. 3.

Model name Reference

Dynamic Global Vegetation Models providing ELUC

VISIT Kato et al. (2012)
Climate forcing is changed to use CRU TS3.10.01
up to the year 2009.

ISAM-HYDE Jain et al. (2012)
LPJmL Poulter et al. (2010)
LPJ-Bern Stocker et al. (2011a); Strassmann et al. (2008)

Dynamic Global Vegetation Models providing SLAND

Community Land Model 4CN Lawrence et al. (2011)
Hyland Levy et al. (2004)
JULES Clark et al. (2011); Cox (2001)
LPJ Sitch et al. (2003)
LPJ-GUESS Smith et al. (2001); Ahlström et al. (2012) and

references therein.
O-CN Zaehle et al. (2011)
Orchidee Krinner et al. (2005)
Sheffield-DGVM Woodward and Lomas (2004)
VEGAS Zeng et al. (2005)

Ocean Biogeochemistry Models providing SOCEAN

NEMO-PlankTOM5 Buitenhuis et al. (2010) with no nutrient restoring
below the mixed layer depth

LSCE Aumont and Bopp (2006)
CCSM-BEC Doney et al. (2009)
MICOM-HAMOCC Assmann et al. (2010) with updates to the physical

model as described in Tjiputra et al. (2012)
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Table 4. Decadal mean in the five components of the anthropogenic CO2 budget for the periods
1980–1989, 1990–1999, 2000–2009 and the last decade available. All values are in PgC yr−1.

mean (PgC yr−1)

1960–1969 1970–1989 1980–1989 1990–1999 2000–2009 2002–2011

Emissions

Fossil fuel combus-
tion and cement pro-
duction (EFF)

3.1±0.2 4.7±0.2 5.5±0.3 6.4±0.3 7.8±0.4 8.3±0.4

Land-Use Change
emissions (ELUC)

1.5±0.5 1.3±0.5 1.4±0.5 1.6±0.5 1.0±0.5 1.0±0.5

Partitioning

Atmospheric growth
rate (GATM)

1.7±0.1 2.8±0.1 3.4±0.1 3.1±0.1 4.0±0.1 4.3±0.1

Ocean sink (SOCEAN) 1.5±0.5 1.7±0.5 2.0±0.5 2.2±0.4 2.3±0.5 2.5±0.5

Residual terrestrial
sink (SLAND)

1.3±0.7 1.5±0.8 1.5±0.8 2.6±0.8 2.5±0.8 2.6±0.8
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Table 5. Actual CO2 emissions from fossil fuel combustion and cement production (EFF) com-
pared to projections made the previous year based on world GDP and the fossil fuel intensity
of GDP (IFF). The “Actual” values and the Projected value for 2012 refer to those presented in
this paper.

Component 2009a 2010b 2011c 2012

Projected Actual Projected Actual Projected Actual Projected

EFF –2.8 % –0.3 % >3 % 5.1 % 3.1±1.5 % 3.1 % 2.6 (1.9–3.5) %
GDP –1.1 % 0.1 % 4.8 % 5.3 % 4.0 % 3.9 % 3.3 %
IFF –1.7 % –0.4 % >–1.7 % +0.2 % –0.9±1.5 % –0.8 % –0.7 %

a Le Quéré et al. (2009); b Friedlingstein et al. (2010); c Peters et al. (2012b).
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Fig. 1. Schematic representation of the overall perturbation of the global carbon cycle caused
by anthropogenic activities, averaged globally for the decade 2002–2011. The arrows repre-
sent emission from fossil fuel burning and cement production; emissions from deforestation
and other land-use change; and the carbon sinks from the atmosphere to the ocean and land
reservoirs. The annual growth of carbon dioxide in the atmosphere is also shown. All fluxes
are in units of PgC yr−1, with uncertainties reported as ±1 sigma (68 % confidence that the real
value lies within the given interval) as described in the text. This Figure is an update of one
prepared by the International Geosphere Biosphere Programme for the GCP, first presented in
Le Quéré (2009).
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Fig. 2. Combined components of the global carbon budget illustrated in Fig. 1 as a function
of time, for (top) emissions from fossil fuel combustion and cement production (EFF; grey) and
emissions from land-use change (ELUC; brown), and (bottom) their partitioning among the atmo-
sphere (GATM; light blue), land (SLAND; green) and oceans (SOCEAN; dark blue). All time-series
are in PgC yr−1. Land-use change emissions include management-climate interactions from
year 1997 onwards, where the line changes from dashed to full.
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Fig. 3. Components of the global carbon budget and their uncertainties as a function of time,
presented individually for (a) emissions from fossil fuel combustion and cement production
(EFF), (b) emissions from land-use change (ELUC) with management-climate interactions based
on fire activities in deforested areas (full line) or not (dashed line), (c) atmospheric CO2 growth
rate (GATM), (d) the ocean CO2 sink (SOCEAN, positive indicates a flux from the atmosphere to
the ocean), and (e) the land CO2 sink (SLAND, positive indicates a flux from the atmosphere to
the land). All time-series are in PgC yr−1 with the uncertainty bounds in shaded colour.
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Fig. 4. CO2 emissions from fossil fuel combustion and cement production for (a) the globe, including an uncertainty
of ±5 % (grey shading) and the emissions projection for year 2012 based on GDP projection (red dot), (b) global
emissions by fuel type, including coal (red), oil (black), gas (light blue), and cement (purple), and excluding gas flaring
which is small (0.7 % in 2011), (c) territorial (full line) and consumption (dashed line) emissions for the countries listed
in the Annex B of the Kyoto Protocol (blue lines; mostly advanced economies with emissions limitations) versus non-
Annex B countries (red lines), also shown are the emissions transfer from non-Annex B to Annex B countries (black
line) (d) territorial CO2 emissions for the top three country emitters (USA – purple; China – red; India – green) and for
the European Union (EU; full blue for the 27 states members of the EU in 2011; dash blue for the 15 states members
of the EU in 1997 when the Kyoto Protocol was signed), and (e) per-capita emissions for the top three country emitters
and the EU (all colours as in panel d). All time-series are in PgC yr−1 except the per-capita emissions (panel e), which
are in tonnes of carbon per person per year.
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Fig. 5. Comparison of (top panel) CO2 emissions from land-use change (LUC), (middle panel)
land CO2 sink (SLAND), and (bottom panel) ocean CO2 sink (SOCEAN) between the CO2 budget
values estimated here (black line), and those estimated from process models (Table 3; coloured
lines). The thin dotted black lines in the top and middle panels are the model averages. The
LUC emissions from the CO2 budget estimate is dashed before year 1997 to highlight the
start of the satellite data from that year, as used to quantify the interannual variability from
management-climate interactions based on fire activities in deforested areas. For the ocean
CO2 sink, the four models used in Le Quéré et al. (2009) are shown in dark blue, while the
updated and models used to calculate interannual variability after 2008 are shown in pale blue.
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Fig. 6. Comparison of global carbon budget components released annually by GCP since 2005.
CO2 emissions from both (a) fossil fuel combustion and cement production, and (b) land-use
change, and their partitioning among (c) the atmosphere, (d) the ocean, and (e) the land. The
different curves were published in (dashed black) Raupach et al. (2007), (dashed red) Canadell
et al. (2007), (dark blue) online only, (light blue) Le Quéré et al. (2009), (pink) Friedlingstein et
al. (2010), (red) Peters et al. (2012b), and (black) this study. All values are in PgC yr−1.
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Carbon–climate feedbacks: a review of model and observation
based estimates
P Friedlingstein1,2,3 and IC Prentice2,4,5

A growing number of studies investigated the feedback

between the carbon cycle and the climate system. Modeling

studies evolved from analysis based on simple land or ocean

carbon cycle models to comprehensive Earth System Models

accounting for state-of-the-art climate models coupled to land

and ocean biogeochemical models. So far, there is a general

agreement that climate change negatively affects the oceanic

uptake of carbon. On land there was a similar agreement until

recently where new studies showed that warming could reduce

nitrogen limitation to growth, reducing the amplitude, or even

changing the sign of, the land feedback. In parallel, alternative

approaches used the observational record of atmospheric CO2

and temperature, on time scales ranging from interannual to

millennial, to estimate the climate–carbon cycle feedback.

These studies confirmed that at the global scale, warming leads

to a release of CO2 from the land/ocean system to the

atmosphere. Whether these observations can strongly

constrain the magnitude of the feedback under future climate

change is still under investigation.
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Introduction
The atmospheric content of long-lived greenhouse gases

(GHG) represents the balance between anthropogenic

emissions and natural sources and sinks. In the absence of

anthropogenic emissions, sources and sinks are approxi-

mately balanced over multi-decadal time scales; atmos-

pheric concentrations would therefore remain relatively

constant over these time scales. But human-induced

emissions of carbon dioxide (CO2), methane (CH4) and

nitrous oxide (N2O) have increased substantially, and at

an accelerating rate, over the 2–3 centuries since the

Industrial Revolution. The resulting increase in GHG

concentrations has been the principal driver of the

observed increase in global mean temperature especially

since the 1970s, when the anthropogenic signal began to

emerge from the ‘noise’ associated with natural variations

in volcanic aerosol emissions and solar output, changes in

anthropogenic aerosol emissions, and natural modes of

variability in climate [1��].

For CO2, it has long been recognized that the change in

atmospheric concentration has induced a change in the

natural sink strengths (e.g. [2–4]). On the decadal aver-

age, about 55% of anthropogenic CO2 emissions are being

absorbed by the land and ocean; only about 45% remains

in the atmosphere [5��]. Note that there is a non-negli-

gible (about 10%) uncertainty in these numbers as both

emissions arising from fossil fuel burning and deforesta-

tion activities are associated with significant uncertainty

(respectively about 6% and 46%). Increasing atmospheric

CO2 concentration sets up a concentration gradient across

the air–sea interface that leads to a net uptake of CO2 into

the surface ocean, which progressively mixes to deeper

layers. Land plant photosynthesis is stimulated by

increasing atmospheric CO2 [6], a fact that (combined

with the 20–30 year residence time of land carbon pools)

provides a plausible, quantitative explanation for the

continuing net uptake of CO2 into vegetation and soils.

The stimulation of photosynthesis is increased in semi-

arid regions because of an additional physiological effect

by which increasing CO2 tends to reduce stomatal con-

ductance and thus lead to reduced water loss per unit leaf

area [7]. The land and ocean together thus exert a major

negative feedback on the carbon cycle. In the absence of

such feedback, present day CO2 concentration would

already be around 500 ppm.

Climate–carbon cycle interaction
All of the above has been known for decades, and has

served as the basis for calculations of historical and future

concentrations of CO2 to be used for climate projections

(e.g. for the IPCC Second and Third Assessment

Reports). CO2 concentration was estimated from anthro-

pogenic emissions and natural sinks that were assumed to

be determined only by the time course of CO2 emissions.

However, at the time of the Third Assessment Report

(TAR), there was already modeling evidence suggesting
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that this assumption was simplistic as it wasmissing a key

player: the feedback of climate change on the land and

ocean sinks. In the IPCCThird Assessment Report, [8��]
assessed the existing knowledge of land and ocean car-

bon cycle responses to change in climate. In a landmark

figure (Figure 3.10, reproduced here in Figure 1), it was

shown that in state-of-the-art models of the time both

land and ocean carbon uptake were reduced when the

effect of climate change was accounted for. In other

words, there was unequivocal model evidence for a

positive climate–carbon cycle feedback: GHG-induced

warming leading to reduced CO2 uptake, which would

then increase the rate of accumulation of CO2 This

chapter also calculated atmospheric concentration for

several emission scenarios with reduced-form models

(ISAM and Bern-CC) that accounted for climate–carbon
cycle interactions in a way quantitatively consistent with

state-of-the-art land and ocean carbon cycle models. For

reasons of timing, the climate projections of the TAR did

not use these simulated concentrations, but used

previous estimates from simpler ‘carbon cycle only’

models.

Around the same time, two studies in which land and

ocean carbon cycle modules were fully coupled into

climate models had confirmed the indication of a positive

climate–carbon cycle feedback [9�,10�]. The Hadley

Centre study found a remarkable increase of 200 ppm

in 2100 (i.e. an additional 200 ppm CO2 remained in the

atmosphere at 2100, compared to a simulation without

climate–carbon cycle feedback) in a ‘business as usual’

emissions scenario. The IPSL study initially estimated

the gain of the climate–carbon cycle feedback from off-

line land and ocean carbon cycle calculations [11].

Although the two studies agreed upon the sign of the

perturbation (a positive feedback), the climate–carbon
cycle feedback gain in the IPSL study was only a third of

that shown in the Hadley Centre study.

These new findings, and the large uncertainty they

implied, stimulated a worldwide proliferation of coupled

climate–carbon cycle model development. Five years on,

11 models could perform coupled climate–carbon cycle

simulations analogous to those pioneered by the Hadley

Centre and IPSL. The Coupled Climate–Carbon Cycle

252 Carbon and nitrogen cycles

Figure 1

Land and ocean carbon sources/sinks as simulated by state-of-the-art models at the time of the IPCC Third Assessment Report. Panels (a) and (b) on

the left side are respectively for land and ocean models driven by atmospheric CO2 only, while panels (c) and (d) on the right side are for the same

models but driven by atmospheric CO2 and the associated climate change. Units are PgC/yr.
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Model Intercomparison Project (C4MIP), engaging all 11

models, confirmed the original finding of a positive feed-

back, but did nothing to reduce the uncertainty in its

magnitude [12��]. In these models both land and ocean

showed a reduced uptake under a warming climate, both

contributing to the positive feedback. The main pro-

cesses leading to this reduced uptake are common to

the models. Increased stratification of the surface ocean

(due to warming at the sea surface) reduces the export of

carbon from the surface to the deep ocean, and hence

limits the air–sea exchange of CO2. Declining pro-

ductivity in tropical forests and a more general increase

of the rate of soil carbon decomposition contribute to a

partial offsetting of the CO2 fertilization effect; however,

responses of temperate ecosystems are highly variable

among models.

The IPCC Fourth Assessment Report (AR4) included a

chapter devoted to the coupling between changes in the

climate system and biogeochemistry [13] and a section

dealing with climate–carbon cycle feedbacks in climate

projections [14]. The AR4 climate projection uncertain-

ties for a given scenario (SRES) accounted for the cli-

mate–carbon cycle feedback. This is the main reason why

the AR4 global warming estimates for 2100 exceed those

of the TAR [1]. For the IPCC Fifth Assessment Report

most climate modeling groups will use Earth System

Models that at least account for climate–carbon cycle

interactions. Using the new Representative Concen-

tration Pathways (RCP), the models will estimate climate

change and anthropogenic CO2 emissions compatible

with these scenarios [15].

Introducing carbon–nitrogen cycle coupling
A deficiency of the land and ocean carbon cycle models

presented in the TAR, C4MIP and AR4 is their lack of

consideration of ways in which the global nitrogen cycle

interacts with the carbon cycle and can thereby modify

both CO2 fertilization and climate–carbon cycle feed-

back. Nitrogen (in reactive forms such as ammonia,

nitrogen oxides, NOx, and nitrate) is the principal limiting

nutrient in many land and ocean ecosystems [16] and

strongly limits growth in high-latitude and temperate

forests. Anthropogenic deposition of reactive N has

relieved this limitation in the most populous and indus-

trialized regions [17��]. Over the past couple of years,

several modeling groups have improved the terrestrial

components of Earth System models by including an

explicit, prognostic nitrogen cycle [18–24]. From work

in this area to date, accounting for nitrogen limitation on

land appears to have two main implications for the global-

scale analysis of feedbacks. First, in regions where N is

limiting to plant growth, the CO2 fertilization effect is

restricted (compared to a reference case with no active

nitrogen cycle), hence reducing the magnitude of the

negative feedback due to CO2 fertilization in the models.

This effect is generic to all of these ‘second generation’

climate carbon/nitrogen cycle models [18–20,22,23]. Sec-
ond, the effect of warming on soil organic matter

decomposition has two aspects: soil carbon is released

from soil more quickly as CO2 (a positive feedback as

before), but this process also accelerates soil nitrogen

mineralization (the conversion of N from organic to

inorganic forms in the soil solution) and hence the amount

of nitrogen available for plant growth in N-limited eco-

systems, thus imposing an additional negative feedback.

Again, this effect is generic to all of the above-mentioned

C–N models. These results are broadly consistent with

the response observed in soil warming manipulative

experiments [25].

The introduction of C–N interactions in coupled models

has then a direct effect on the estimate of the climate–
carbon cycle feedbacks. Interestingly, although it tends to

reduce that feedback, it also tends to increase the growth

rate of atmospheric CO2 (as CO2 fertilization is reduced).

Indeed, all these new models agree that accounting for

nitrogen does reduce the land response to CO2 increase

(reduction of the negative carbon–CO2 feedback), leaving

a larger fraction of the anthropogenic emissions in the

atmosphere. However, for some [19,20] the climate

induced release of nitrogen and its effect on productivity

is so large that the overall sign of the climate–carbon cycle

feedback is close to zero of even negative, that is, the

growth enhancing effect of increased soil N mineraliz-

ation outweighs both the effect of increased CO2 loss

from soil and the (rather small) effect of reduced carbon

uptake in the oceans. Other models suggest little overall

change in the land carbon sink because of compensation

between a reduced response to CO2 and an enhanced soil

decomposition response to warming [22] or even a

decrease in the land carbon sink, the simulated fertiliza-

tion reduction being much larger than the N-induced

growth enhancement [23].

In contrast to the C4MIP models where most of the

disagreement comes from the mid-latitudes, here the

disagreement among models comes principally from

the tropics. All these new models agree that the mid-

latitudes will continue to be N-limited in the future and

that warming will alleviate some of that limitation. For

the tropics, two models show similar behavior [19,20]

while two others [22,23] show little N limitation in the

most productive tropical ecosystems. The two models

simulating tropical N limitation argue that indeed pro-

ductivity, while non-limited today, might be N or P

limited in the future. We note that [20] does already

simulate a strong GPPN-limitation by the end of the 20th

century in contradiction with their hypothesis. [19] argues

that for tropical lowland primary forest, phosphorous is

the main limiting nutrient, but nitrogen is a useful proxy

for phosphorous limitation (not represented in the

model). As for the two models that do not simulate strong

N limitation in the tropics, [22] only simulates the 20th
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century. It is unclear how their model would behave in a

warmer world. [23] argue that their findings are consistent

with current observations but that does not necessarily

imply that the future response is realistic. Clearly, more

work to evaluate these models against available obser-

vations, including FACE CO2 enriched and soil warming

manipulative experiments that might help to infer the

model response to future climate and atmospheric CO2

conditions now seems to be an urgent priority. To our

knowledge, so far only [26] performed such model evalu-

ation with very encouraging results. Future modeling will

also need to consider interactions of the carbon, nitrogen

and phosphorus cycles, as this latter is the major limiting

nutrient in many tropical and subtropical ecosystems.

None of the climate carbon or climate carbon–nitrogen
models presented here have a realistic representation of

land use and land cover changes (LULCC). LULCC was

only treated as an external CO2 emission source, as are

fossil fuel emissions, affecting the climate system only via

change in atmospheric CO2 concentration. The real world

is obviously more complex; with land cover changes

having a direct impact on climate via biophysical effects.

The sign and magnitude of this effect is regional, ampli-

fying or reducing the LULCC impact on climate through

atmospheric CO2 [27]. Several land surface models are

now accounting for human-driven land cover changes

[27–29], which allow for quantification of the biophysical

effect of LULCC in several climate models [30] and more

recently in climate–carbon cycle models [31].

Constraints from observations
An alternative approach to assessing the realism of mod-

eled climate–carbon cycle feedbacks involves the exam-

ination of independent global observations of CO2 and

climate. On several timescales, the CO2 response to

climate anomalies can provide constraints on the magni-

tude of the global carbon cycle sensitivity to climate

(represented by g in [12]). The year-to-year variation

in atmospheric CO2 growth rate is strongly correlated

with climate variability. In particular, El Niño years are

associated with higher than average CO2 growth rates.

254 Carbon and nitrogen cycles

Figure 2

CO2 and global temperature variability on interannual and millennium time scales. Panels (a) and (b) on the left side are respectively annual

atmospheric CO2 growth rate (ppm/yr) at Mauna Loa (Hawaii) and global temperature anomalies (8C). Blue and red stripes indicate El Nino and La Nina

years respectively, while the grey stripe Panels (c) and (d) on the right side are respectively CO2 concentrations from ice core (ppm) over the past

millennium and several reconstruction of Northern Hemisphere temperature anomalies (8C) from different proxies. The blue stripe indicates the timing

of the Little Ice Age.
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[32�] first reported this, although he wrongly attributed

the observed CO2 growth rate anomalies to changes in the

ocean carbon cycle. Many more recent studies have

analyzed CO2 variability on El Niño-Southern Oscillation

(ENSO) time scales either using carbon cycle models or

top-down methods such as deconvolution or inversion of

atmospheric CO2 and 13CO2 data [33–36]. All evidence
now points to a major terrestrial carbon source during El

Niño events, with the global ocean showing a slightly

enhanced sink.

Interannual variations in the CO2 growth rate have been

used to constrain global climate–carbon cycle models [37]

and to estimate g, the carbon cycle sensitivity to climate

[38]. Tropical lands are anomalous sources of CO2 during

El Niño events, implying a positive g at these time scales

(Figure 2a and b). This observation provides a constraint

on the tropical ecosystem response to climate anomalies.

As the new carbon nitrogen models diverge in their

tropical response to future warming, the ENSO sensi-

tivity could be a discriminating test. So far, Zaehle is the

only one of the new C–N land models who showed

evidences that his model does perform well on ENSO

timescale (see [26], Figure 4).

Short-lived climatic events such as the global cooling

following the eruption of Mount Pinatubo are also associ-

ated with atmospheric CO2 growth rate anomalies [34]

(Figure 2a and b). Again, the observation indicates a

positive g, as the cold anomaly leads to an increased sink,

generally attributed to the Northern Hemisphere ecosys-

tems [39,40]. The degree to which these findings can

inform analysis of future climate–carbon cycle feedback is
unclear, however, as the processes in play might be

different.

On centennial time scales, there are several potential

approaches. The 20th century signal of CO2 and climate

is hard to use, as the CO2 increase has been essentially

driven by anthropogenic emissions and not by the

response of the natural carbon cycle to climate change.

Uncertainties in emissions (mainly not only those from

land use, but also to some extent those from fossil fuel

combustion), lack of full understanding of the mechan-

isms driving the land sinks, and natural decadal variability

still make it challenging to isolate the climate impact on

natural sinks (e.g. by examining the time course of the

‘airborne fraction’ of anthropogenic CO2, which has

remained stubbornly constant over decades). Remaining

uncertainties still prevent unequivocal statistical detec-

tion of a trend in the efficiency of natural carbon sinks and

attribution of such a trend to the climate change of the

20th century [5,41]. Nevertheless, within the data uncer-

tainties, coupled climate–carbon and now nitrogen cycle

models do generally produce a realistic magnitude of CO2

uptake by the land and ocean. However, when compared

to their carbon-only parent models, the carbon-nitrogen

models generally simulate a reduced CO2 fertilization

driven sink. However, they also represent the additional

land carbon sink driven by atmospheric nitrogen depo-

sition, which does compensate for the reduced CO2

fertilization. The historical observations of atmospheric

CO2 are incapable of disentangling these two effects.

Also, it should be noted that none of these models

properly account for ecosystem disturbances and land

management (e.g. as in [29]).

The use of ice-core archives allows us to examine other

periods further back in the past, albeit at the cost of

reduced temporal resolution. CO2 and climate variability

over the past millennium are relatively well documented,

in particular the low CO2 and temperature excursion

associated with the Little Ice Age (Figure 2c and d).

The main problems with using the data are first the

multiple sources (different proxies for temperature and

different sets of ice-core measurements for atmospheric

CO2), and second the necessary choices made as to the

treatment of the data (analysis period, smoothing, age

calibration, consideration of time lags, and handling of

uncertainties). Several studies have nevertheless used the

past millennium record to derive g [42,43]. The most

comprehensive study to date is that of [44]. Combining all

known sources of uncertainties, they estimated a median

value of g = 7.7 ppm/8C. They concluded that their esti-

mate is twice as likely to fall in the lowermost than in the

uppermost quartile of the g values characteristic of the

various C4MIP models.

Glacial/interglacial changes in atmospheric CO2 and the

concurrent changes in global temperature have also been

used to derive the climate–carbon cycle feedback [45].

This time scale is of little help for constraining climate–
carbon cycle feedbacks during the next century as the

glacial/interglacial CO2 rise is thought to be dominated by

(still largely unexplained) changes in the ocean carbon

cycle that may not be relevant to the contemporary world.

The glacial–interglacial shift does however provide a

semi-quantitative constraint on the CO2 fertilization

effect. The difference between full-glacial (�200 ppm)

and full interglacial (�280 ppm) CO2 concentrations is

large enough to have caused major changes in the global

distribution of vegetation types through physiological

effects (on the productivity of trees, and stomatal con-

ductance) as well as an increase in terrestrial carbon

storage broadly consistent with the CO2 fertilization

effect as represented in land carbon models [46–48].

Conclusions
Several independent lines of evidence point toward a

positive climate–carbon cycle feedback. At multiple time

scales relevant for the anthropogenic perturbation, a

warmer world leads to higher CO2 concentration in the

atmosphere. This is true for singular climate events such

as the Pinatubo perturbation, on the ENSO time scale,
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possibly on multi-decadal time scales, and on centennial

time scales over the past millennium. In addition, most

models simulate a positive climate–carbon cycle feed-

back. The exceptions combine a negative land climate–
carbon cycle feedback with a weak positive ocean feed-

back. The best way to reduce the large model uncertainty

is to test how far the models can reproduce climate–
carbon cycle variations on the time scales listed above,

where robust observations can be used as a benchmark.
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30. Pitman AJ, deNoblet-Ducoudré N, Cruz FT, Davin EL, Bonan GB,
Brovkin V, Claussen M, Delire C, Ganzeveld L, Gayler V et al.:
Uncertainties in climate responses to past land cover change:
first results from the LUCID intercomparison study. Geophys
Res Lett 2009, 36:L14814 doi: 10.1029/2009GL039076.

31. Pongratz J, Reick CH, Raddatz T, Claussen M: Biogeophysical
versus publications biogeochemical climate response to
historical anthropogenic land cover change. Geophys Res Lett
2010, 37:L08702 doi: 10.1029/2010GL043010.

32.
�

Bacastow RB: Modulation of atmospheric carbon cycle by the
Southern Oscillation. Nature 1976, 261:116-118.

One of the very first paper on atmospheric CO2 and ENSO variability.

33. Francey RJ, Tans PP, Allison CE, Entng IG, White JWC, Trolier M:
Change in terrestrial and oceanic uptake since 1982. Nature
1995, 373:326-330.

34. Keeling CD, Whorf T, Whalen M, der Plicht JV: Interannual
extremes in the rate of rise of atmospheric carbon dioxide
since 1980. Nature 1995, 375:666-670.

35. Bousquet P, Peylin P, Ciais P, Le Quéré C, Friedlingstein P,
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Abstract. A process-based methodology is applied to esti-
mate land-surface evaporation from multi-satellite informa-
tion. GLEAM (Global Land-surface Evaporation: the Am-
sterdam Methodology) combines a wide range of remotely-
sensed observations to derive daily actual evaporation and its
different components. Soil water stress conditions are de-
fined from a root-zone profile of soil moisture and used to
estimate transpiration based on a Priestley and Taylor equa-
tion. The methodology also derives evaporationfrom bare
soil and snow sublimation. Tall vegetation rainfall intercep-
tion is independently estimated by means of the Gash analyt-
ical model. Here, GLEAM is applied daily, at global scale
and a quarter degree resolution. Triple collocation is used
to calculate the error structure of the evaporation estimates
and test the relative merits of two different precipitation in-
puts. The spatial distribution of evaporation – and its differ-
ent components – is analysed to understand the relative im-
portance of each component over different ecosystems. An-
nual land evaporation is estimated as 67.9 × 103 km3, 80%
corresponding to transpiration, 11% to interception loss, 7%
to bare soil evaporation and 2% snow sublimation. Results
show that rainfall interception plays an important role in the
partition of precipitation into evaporation and water available
for runoff at a continental scale. This study gives insights into
the relative importance of precipitation and net radiation in
driving evaporation, and how the seasonal influence of these
controls varies over different regions. Precipitation is recog-
nised as an important factor driving evaporation, not only in
areas that have limited soil water availability, but also in ar-
eas of high rainfall interception and low available energy.

Correspondence to: D. G. Miralles
(diego.miralles@falw.vu.nl)

1 Introduction

Despite the importance of latent heat flux as the link between
water, carbon and energy cycles, land-surface evaporation re-
mains one of the most uncertain terms in the world’s water
balance (Dolman and de Jeu, 2010). Estimates of evapora-
tion from land surface models and Global Circulation Mod-
els (GCMs) differ greatly both in their global numbers (see
Dirmeyer et al., 2006; Lim and Roderick, 2009) and their
spatial distribution (Jiménez et al., 2009). This creates the
need for observation-based evaporation benchmark datasets
to evaluate GCM performance (Blyth et al., 2009). Such
datasets would help GCM developers to improve their evap-
oration schemes and consequently their model predictions of
future climate.

Jung et al. (2009) presented an approach to upscale eddy-
covariance measurements of latent heat flux and produce
observation-based global fields of evaporation at monthly
timescale. Complementary, satellite observations – able to
measure the spatial and temporal variation in the main drivers
of evaporation – also contribute a powerful alternative to ful-
filling the need for accurate global estimates of evaporation.
Such estimates have been derived from remote sensing infor-
mation previously (Choudhury, 1998; Mu et al., 2007; Fisher
et al., 2008; Zhang et al., 2010). These studies show that
global methodologies require: (a) estimating evaporation at
the appropriate temporal and spatial resolution, (b) specifi-
cally accounting for soil moisture and its coupling to plant
transpiration, and (c) treating forest rainfall interception as
an individual process (see Jiménez et al., 2011). Here we
satisfy these requirements by using the approach described
by Miralles et al. (2011) at a global scale. The methodol-
ogy, named GLEAM (Global Land-surface Evaporation: the
Amsterdam Methodology), is based on the Priestley and Tay-
lor (PT) evaporation formula and the Gash analytical model
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Fig. 1. Schematic overview of GLEAM (adapted from Miralles et al., 2011).

of forest rainfall interception (Gash, 1979; Valente et al.,
1997).

GLEAM uses a broad range of independent remotely-
sensed observations as a basis for estimating daily actual
evaporation (and its different components) at a quarter-
degree spatial resolution. The approach is based on the pa-
rameterization of physical processes and although it contains
some empirical parameters these have been derived from the
results of separate field studies. The evaporation product has
been successfully validated at site level over different vege-
tation and climate conditions using in situ observations from
43 stations of the FLUXNET global network of micrometeo-
rological flux measurements (see Miralles et al., 2011). The
extensive use of observational data, the coupling between
evaporation and soil moisture conditions and the separate
estimation of rainfall interception allow application of the
methodology in land-atmosphere feedback studies and tests
of GCM performance.

Here, triple collocation (TC) is used to map the error of the
evaporation estimates following the methodology in Miralles
et al. (2010a). GLEAM is then applied at a watershed scale
to validate the estimated long-term partitioning of incoming
precipitation (P ) into evaporation (E) and water available for
runoff (P −E) using observations of river discharge from the
Global Runoff Data Centre (GRDC). The methodology is fi-
nally applied at a global scale to study the global distribution
of land evaporation and its different components. The role of

rainfall interception and soil moisture on both the long-term
partitioning of precipitation, and the seasonal distribution of
the main drivers of evaporation (i.e. net radiation and precip-
itation), are analysed in detailed.

2 Methodology

2.1 GLEAM

The model is driven by a large set of remote sensing obser-
vations from different satellites (see Miralles et al., 2011, for
a detailed description of the different input datasets and full
details of the methodology). GLEAM produces daily esti-
mates of land evaporation at a 0.25◦ spatial resolution. It is
structured in four interconnected units (see Fig. 1): (a) the
interception model, (b) the soil water module, (c) the stress
module, and (d) the PT module. The scheme is indepen-
dently formulated for three land surface types with specific
physical characteristics: (a) land covered by tall canopies,
(b) land covered by short vegetation, and (c) bare soil.

The interception model in GLEAM is based on the revised
version of Gash’s analytical model (Valente et al., 1997). It
calculates daily fields of global tall canopy rainfall intercep-
tion at 0.25◦ resolution (I ) using remotely-sensed observa-
tions of precipitation (P ) and forest cover. The interception
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component of GLEAM is described in detail by Miralles et
al. (2010b).

The soil water module consists of a multilayer bucket
model driven by P and calculating soil moisture for differ-
ent layers within the root-zone. Satellite-measured surface
soil moisture is assimilated into the first layer of the profile
by means of a Kalman filter. The Kalman filter is based on
the uncertainty of soil moisture observations, which is cal-
culated using satellite-derived vegetation optical depth (the
higher the optical depth, the higher the uncertainty in sur-
face soil moisture – see De Jeu et al., 2008). Optimised es-
timates of soil moisture (θ ) are subsequently translated into
estimates of evaporative stress represented by a factor (S),
ranging from 0 (maximum stress) to 1 (no stress). PT esti-
mates of potential evaporation are multiplied by S to estimate
plant transpiration (in vegetated cover) and bare soil evap-
oration. The final estimate of actual evaporation for each
pixel is the result of aggregating the fluxes from the three
different land cover types (tall canopy interception loss, tall
canopy transpiration, short vegetation transpiration, bare soil
evaporation) weighted by the percentage of each cover type
within the pixel. In pixels covered by ice and snow, E is inde-
pendently calculated by adapting the PT equation to estimate
sublimation as described by Murphy and Koop (2005).

2.2 Error analysis

A traditional way to estimate the uncertainty of model out-
puts is through error propagation studies. These studies ac-
count for the sensitivity of the output to uncertainties in the
input data but do not give information on the quality of the
model itself. Triple collocation (TC – Stoffelen, 1998; Sci-
pal et al., 2008), however, allows the estimation of the en-
tire error structure of the estimates of a model. This is done
by simultaneously inter-comparing the product to two other
datasets that observe the same physical phenomenon and
present uncorrelated errors. Here, we are not only interested
in the sensitivity of GLEAM estimates to errors in the set of
inputs, but also in the uncertainties introduced by the param-
eterization of the physical processes within the methodology.
Consequently, an error analyses based on TC has been under-
taken to evaluate the evaporation product.

Requirements for the application of TC are: (a) the three
datasets must refer to the same physical phenomenon, (b) the
number of triplets has to be large (i.e. sufficient time steps
in which the three datasets report an estimate), and (c) errors
of the different datasets must be uncorrelated. If these three
requisites are fulfilled the estimated errors of a single product
are not sensitive to the choice of the two other datasets (see
Dorigo et al., 2010).

In order to meet the requirement of uncorrelated errors
the products need to be mutually independent. To perform
the TC-based evaluation of GLEAM, two (a priori) indepen-
dent global daily evaporation datasets were selected: (a) the
Princeton University product (Sheffield et al., 2010), and

(b) the Modern Era Retrospective-analysis for Research and
Applications (MERRA) product. The Princeton University
product is based on the application of a modified Penman-
Monteith equation driven by a collection of satellite data.
MERRA evaporation is a reanalysis product from NASA that
uses the Goddard Earth Observing System Data Assimilation
System (GEOS-5 DAS – Bosilovich, 2008).

The TC analysis presented here is limited to the spatial
domain and the period (2003–2006) in which the three se-
lected products overlap. Ideally, an infinite number of com-
mon observations is required in the application of TC to ob-
tain unbiased results. However, statistical tests revealed that
a minimum number of 100 triplets is sufficient to allow the
application of the method (Scipal et al., 2008).

A disadvantage of TC is that it does not retrieve any infor-
mation about biases. Consequently – and in order to ease the
interpretation of the results – the analyses presented here are
based on characterising the error of the anomalies of evap-
oration as calculated relative to a seasonally-varying clima-
tology. Therefore the feature of GLEAM that is evaluated
in this study is its skill in representing short-term changes
in evaporation (e.g. after rainfall events), and how that skill
changes from region to region. This error analysis follows
closely the methodology presented in Miralles et al. (2010a)
and Dorigo et al. (2010).

For each pixel, the three datasets are decomposed into cli-
matology mean and anomaly components:

Ei = E′
i + 〈E〉ND(i), (1)

where 〈E〉ND(i) is the climatological expectation for land-
surface evaporation at the day-of-year (D) associated with
time step i, and E′

i is the actual anomaly relative to this ex-
pectation. Values of 〈E〉ND(i) are calculated using a moving
window averaging of multi-year data with a window size of
31 days centered on D.

Subsequently, the time series of anomalies of the three
products need to be scaled to the same dynamic range. This
scaling is done by first selecting one of the datasets as the
reference. Then the time series of the other two are nor-
malised at every pixel to match the standard deviation of the
time series of the reference one. To retrieve the errors within
the dynamic range of GLEAM the dataset selected as refer-
ence must be GLEAM. Note that the choice of the reference
dataset does not influence the relative magnitude of the errors
of the three products at a given pixel.

TC assumes a linear relation between the three indepen-
dent estimates of a physical variable and the hypothetical true
value (Stoffelen, 1998). In our case the time series of anoma-
lies of the three evaporation products (E′

G for GLEAM, E′
PU

for the Princeton University product and E′
M for MERRA)

can be expressed as a function of the hypothetical true evap-
oration anomalies (E′

TRUE):

E′
G = E′

TRUE + εG, (2)
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Table 1. GRDC stations used in the comparison of P −E and observed annual river runoff (Q). Results correspond to the period 2003–2006.

River Location of the station Area Q P −E E

(103 km2) (mm) (mm) (mm)
Lat (deg) Long (deg) Country CMORPH GPCP CMORPH GPCP

Alabama 7.80 6.77 USA 55.6 581 661 654 884 892
Apalachicola 29.95 −85.02 USA 49.7 443 515 596 895 910
Arkansas 34.79 −92.36 USA 409.3 83 405 115 735 647
Columbia 46.18 −123.18 USA 665.4 284 104 209 467 463
Danube 45.22 28.72 Romania 807.0 296 286 455 438 457
Elbe 53.23 10.89 Germany 132.0 151 216 450 321 347
Fraser 49.38 −121.45 Canada 217.0 361 194 369 468 514
Glomma 59.61 11.12 Norway 40.5 501 646 646 296 295
Liard 61.75 −121.22 Canada 275.0 284 136 160 380 390
Mackenzie 67.46 −133.74 Canada 1660.0 177 83 97 329 344
Mississippi 37.22 −89.46 USA 1847.2 81 369 199 523 487
Missouri 38.71 −91.44 USA 1357.7 37 322 120 521 468
Nelson 56.40 −94.37 Canada 1060.0 105 136 156 386 414
Niger 7.80 6.77 Nigeria 1331.6 125 381 156 368 327
Ohio 38.28 −85.80 USA 236.1 570 486 622 634 649
Rhine 51.84 6.11 Netherlands 160.8 378 253 520 408 440
St. Lawrence 45.42 −73.62 Canada 959.1 265 212 478 492 546
Snake 46.10 −116.98 USA 240.8 107 90 70 454 377
Susquehanna 39.66 −76.18 USA 70.2 697 421 761 579 630
Tanana 64.57 −149.09 USA 66.3 346 251 251 314 314
Tennessee 35.23 −88.26 USA 85.8 822 820 670 793 791
Tombigbee 31.76 −88.13 USA 47.7 641 712 566 929 932
Wabash 38.40 −87.75 USA 74.2 424 628 691 555 559
Yukon 61.93 −162.88 USA 831.4 254 178 179 314 314

E′
PU = E′

TRUE + εPU, (3)

E′
M = E′

TRUE + εM, (4)

where εG, εPU and εM are the residual errors relative to
E′

TRUE. Subtracting Eqs. (3) and (4) from Eq. (2) leads to

E′
G − E′

PU = εG − εPU, (5)

E′
G − E′

M = εG − εM. (6)

Multiplying Eqs. (5) and (6) and taking the average in time
(indicated by ”〈−〉”) leads to

〈(E′
G − E′

PU) (E′
G − E′

M)〉 (7)

= 〈ε2
G〉 − 〈εG εPU〉 − 〈εG εM〉 + 〈εPU εM〉.

If the errors of the three datasets are uncorrelated the residual
covariances can be assumed to be zero. Therefore Eq. (7) can
be expressed as

〈(E′
G − E′

PU) (E′
G − E′

M)〉 = 〈ε2
G〉. (8)

The root mean square error (RMSE) of the GLEAM-
estimated evaporation anomalies will therefore be

RMSE (E′
G, E′

TRUE) =
√

〈(E′
G − E′

PU) (E′
G − E′

M)〉. (9)

The results of this TC error analysis are presented in
Sect. 4.1.

3 Validation using river discharge

This validation at basin-scale of GLEAM evaporation esti-
mates uses river discharge measurements from the Global
Runoff Data Centre (GRDC) in Koblenz, Germany. It is
complementary to the validations of the independent mod-
ules described by Miralles et al. 2010b, 2011).

The study covers a period of 4 years (2003–2006). Cu-
mulative GLEAM estimates of P −E at 24 catchments are
compared to observations of river runoff; the description of
the river basins is presented in Table 1. Catchments were se-
lected according to the availability of GRDC data during the
complete study period and only rivers with an average annual
discharge larger than 20 km3 were considered for the study.

Estimates of P used in GLEAM (both in the interception
model and the soil moisture module) are normally derived
from the Climate Prediction Center morphing technique pre-
cipitation product (CMORPH – Joyce et al., 2004). This pre-
cipitation product is based only on satellite observations and
has a high spatial resolution (0.07◦). Previous studies have
shown that CMORPH is in better agreement with in situ ob-
servations than the majority of existing precipitation prod-
ucts (e.g. Ebert et al., 2007). However CMORPH presents
two practical disadvantages when applied in GLEAM: (a) its
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spatial domain (60◦ N–60◦ S) does not cover the entire globe,
and (b) precipitation is severely underestimated at higher lat-
itudes during winter time (see Zeweldi and Gebremichael,
2009). Consequently, the 1◦ resolution Global Precipitation
Climatology Project (GPCP-1DD) product (Huffman et al.,
2001) is used in GLEAM outside the CMORPH domain and
when the temperature drops below 0 ◦C.

Due to the obvious sensitivity of the P −E estimates to
uncertainties in P , this validation study is repeated using
exclusively GPCP-1DD as P . Note that the choice of pre-
cipitation product implicitly affects the calculation of E in
GLEAM. However, the sensitivity of P −E estimates to P

will be higher than the sensitivity of E estimates to P (this
can also be noted in Table 1).

Figure 2 shows the results of the comparison between
GLEAM catchment estimates of P−E and river runoff
measurements from the 24 rivers for the period 2003–
2006. The figure shows the statistics of the correlation
when the methodology is run with CMORPH (R = 0.71,
bias = 20.4 mm yr−1) and when it is run with GPCP-1DD
(R = 0.85, bias = 46.5 mm yr−1). The higher correlation co-
efficient found for the GPCP-based P −E estimates can be
explained by the high positive bias of the CMORPH-based
P −E estimates in the rivers of central United States (see
Table 1). This is in agreement with the findings of Tian et
al. (2007), who reported a clear overestimation of CMORPH
rainfall during the warm season in this area. This hypothesis
is further analysed in Sect. 4.1.

The correlation in Fig. 2 depends on the validity of three
assumptions: (a) the entire volume of river water extracted
for human use returns to the river, (b) the catchment is water-
tight, and (c) both the lag-time between a rainfall peak in
the watershed and the discharge peak in the measuring sta-
tion, and the long-term change in soil water storage, can be
neglected by considering a relatively long (4 year) period.
Moreover, as GLEAM is not a tuned or calibrated hydrolog-
ical model, Fig. 2 should be interpreted with a consideration
of the magnitude and different origins of the various uncer-
tainties. Because river discharge estimates are usually de-
rived from a stage-discharge rating curve, they include the er-
rors in the measurements of river height and in the discharge
data used to calibrate the rating curve, as well as the errors
from the interpolation and extrapolation due to changes in
river bed roughness, hysteresis effects, etc (see Di Baldas-
sarre and Montanari, 2009). On top of those, the volumes of
Q are also affected by the uncertainties in the estimation of
the discharge-contributing area (given that the observations
are presented in mm). On the vertical axes, the uncertainty
in P −E estimates will result from the uncertainty associated
with the precipitation product and with GLEAM estimates of
land evaporation. The later include the errors in the satellite
data used to drive GLEAM (including therefore the uncer-
tainties in P as well), the scaling of those to the desired 0.25◦
resolution, and the model structure itself (see Miralles et al.,
2011).

Fig. 2. GLEAM estimates of P −E are compared to the runoff (Q)
from 24 different catchments for the period 2003–2006. Correlation
coefficients (R) and mean bias errors (bias) are listed for both the
validation exercise using GPCP and the one using CMORPH (gap-
filled with GPCP as explained in Sect. 3).

Despite all the possible sources of uncertainty a level of
correlation remains as seen in Fig. 2. Furthermore, the P −E

estimates are of the right order of magnitude and overall lack
a systematic bias relative to the one-to-one line. A global
analysis of the spatial distribution of P −E estimates is pre-
sented in Sect. 4.2; as in previous applications of GLEAM
(i.e. Miralles et al., 2010b, 2011), the CMORPH-based P is
chosen for the global run of the methodology. This choice is
mainly justified by the better resolution of CMORPH com-
pared to GPCP-1DD and the overall better performance of
the methodology when CMORPH is applied as reported by
the results of the error analyses in Sect. 4.1.

4 Results

4.1 Error analysis

Figure 3a presents the map of the absolute error of GLEAM
evaporation anomalies as calculated through Eq. (9) – the
RMSE is presented in units of mm day−1. The Amazon delta
presents the largest errors, probably because of the large vol-
umes of open water and their negative effect on microwave
observations. High absolute errors in the rest of Amazonia
and south-eastern Asia partly respond to the larger variance
of the anomalies in those regions.

The quality of the product seems to be generally higher
in Europe than in North America. As mentioned in Sect. 3,
the low performance of CMORPH over central United States
has been reported in the past (see Tian et al., 2007). To test if
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Fig. 3. Results of the triple collocation error analyses: (a) absolute error of the evaporation anomalies of GLEAM expressed as RMSE,
(b) difference between the RMSE of the evaporation anomalies of GLEAM when it is run with CMORPH and when it is run with GPCP-
1DD (red colour represents the areas where using CMORPH improves the evaporation product). Units are mm day−1.

the high errors of GLEAM in the Great Plains respond to un-
certainties in CMORPH, the analysis is repeated using only
GPCP-1DD as input of the model. Figure 3b presents the dif-
ference between the absolute error of GLEAM E anomalies
when the methodology is run with CMORPH and when it is
run with GPCP-1DD only (in units of mm day−1). It can be
noted that applying GPCP-1DD improves the evaporation es-
timates not only over central North America but also around
Mongolia, South Africa and the Australian desert. How-
ever, Fig. 3b also shows higher quality for the CMORPH-
driven evaporation product in the majority (63%) of the do-
main common to both precipitation products (60◦ N–60◦ S).
The improvement is significant over the east coast of North
America, west coast of South America, Horn of Africa and
China. Overall the application of CMORPH leads to better
evaporation estimates in all the large regions with complex
topography (except for the Rocky Mountains); this finding is
in agreement with previous precipitation inter-product com-
parisons over complex terrains (e.g. Dinku et al., 2007; Hirpa
et al., 2009). This type of information about the spatial dis-
tribution of GLEAM errors can be used to selectively pick
the inputs that allow a better performance of the model over
each region. Notice again that bias errors are not detected by
a TC analyses.

The rationale of these three approaches is fundamentally
different and the assumption of uncorrelated errors appears
therefore justified. However, it may be argued that some de-
gree of interdependence exists between the Princeton Uni-
versity product and GLEAM due to the relation between the
inputs of net radiation in each of the two models. GLEAM
uses the NASA/GEWEX Surface Radiation Budget (SRB)
net radiation (Stackhouse et al., 2004); the Princeton Univer-
sity product is run with the International Satellite Cloud Cli-
matology Project (ISCCP) net radiation (Zhang et al., 2004).
Like ISCCP net radiation, SRB is also based on ISCCP cloud
products. However, SRB net radiation uses different ancil-
lary data sources and radiative transfer codes. Both datasets

still present fundamental differences (Zhang et al., 2007; Lin
et al., 2008). In addition, the level of agreement between
the two is lower at daily timescales (see Troy and Wood,
2009); in this sense the extraction of the seasonally-varying
climatology in this exercise will make their errors more un-
correlated. Moreover, if this source of dependency was large
enough to preclude the TC application, areas in which evap-
oration estimates are highly dependent on net radiation (see
Sect. 4.2.3 for the global distribution of those areas) would be
likely to present lower values of TC-calculated RMSE; this
pattern is not indicated by Fig. 3. Finally it is worth mention-
ing that this potential dependency would not affect the results
presented in Fig. 3b.

4.2 Global application

The methodology has been applied globally for the period
2003–2007 using the satellite data products listed by Miralles
et al. (2011) as driving data. Results are analysed in terms of
the magnitude of evaporation and its separate components at
a continental scale and the range of variation of the different
fluxes over the Earth’s ecosystems. Special emphasis is given
to the role of interception loss in the long-term recycling of
land precipitation and its repercussions on runoff generation.
The daily time-resolution of the model allows a correspond-
ingly high resolution analysis of the temporal correlations
between evaporation and external factors limiting the flux;
an analysis of the distribution and seasonality of these corre-
lations is also presented. Results underline the importance of
the accurate estimation of the flux of wet canopy evaporation
and the coupling between soil moisture and transpiration if
we are to understand the dynamics and trends of evaporation
over the complete globe.
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Table 2. Annual precipitation (P ), evaporation (E) and water available for runoff (P −E) divided by continents for the period 2003–2007.
The contribution of rainfall interception loss (I ) to E is also presented.

Continent P E P −E I

mm mm 103 km3 %P mm 103 km3 %P mm 103 km3 %P

Africa 930 545 16.2 59 385 11.4 41 38 1.1 4
Antarctica 199 21 0.3 11 177 2.5 89 0 0.0 0
Asia 648 388 16.8 60 260 11.3 40 38 1.7 6
Europe 638 369 3.5 58 269 2.6 42 54 0.5 9
N. America 665 413 9.5 62 252 5.8 38 42 1.0 6
Oceania 795 519 4.6 65 276 2.5 35 50 0.4 6
S. America 1712 967 17.0 56 745 13.1 44 144 2.5 8
Total 799 463 67.9 58 336 49.0 42 50 7.2 6

4.2.1 Overview of the global hydrological fluxes

For a certain region, and over a sufficiently long period to
allow the net change of water storage in the soil to be ne-
glected, the land-incoming precipitation is either recycled
back into the atmosphere through evaporation, or it drains
into the water bodies in the region. Figure 4 presents a
graphic overview of the latitudinal partitioning of precip-
itation according to GLEAM. Average annual volumes of
the different hydrological fluxes are illustrated for the period
2003–2007. All the fluxes are larger close to the Equator due
to the higher average incoming radiation, temperature and
specific humidity.

Table 2 shows the volumes of total precipitation (P ), evap-
oration (E – which includes transpiration, soil evaporation,
snow sublimation and interception loss) and water avail-
able for runoff (P −E) for each continent. The right-hand
columns present the contribution of tall vegetation rainfall
interception (I ) to the long-term partitioning of P into E and
P −E. The volume of annual global land-surface evapora-
tion is estimated as 67.9 × 103 km3. Tall vegetation intercep-
tion amounts to 11% of the continental evaporation or 6%
of the continental precipitation. Fluxes are larger in South
America due to the faster dynamics of the hydrological cy-
cle over Amazonia which results from the majority of South
America’s land mass being located within the ITCZ; this is
more easily recognised when the fluxes are expressed per unit
area.

To better understand the role of I in the partitioning of
incoming precipitation over forested ecosystems, the land-
use classification scheme of the International Geosphere-
Biosphere Programme (IGBP) is used in Table 3 to present
the same hydrological fluxes allocated to biome types. Given
that I is calculated for the fraction of tall canopy within each
pixel, it can still occur within pixels in which the dominant
land use is not forest. Tropical forests contribute to 29% of
the global land-surface evaporation and 57% of the global
canopy interception loss. In these ecosystems, 20% of the
evaporation corresponds to the flux of rainfall interception;

Fig. 4. Magnitude of the different hydrological fluxes as aver-
age along the latitudinal bands (modified from Fisher et al., 2008).
The results correspond to the application of GLEAM for the period
2003–2007. Ep refers to potential evaporation.

this flux is equivalent to 22% of the water available for river
discharge. At higher latitudes the relative contribution of in-
terception loss to land-surface evaporation is also large. In
temperate forests, the volume of I is on average 13% of the
incoming precipitation (19% of evaporation).

4.2.2 Spatial distribution of evaporation and its
different components

The ability of GLEAM to estimate the components of the
evaporative flux in a separate manner is exploited to show
the relative importance of each component over different
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Table 3. Annual precipitation (P ), evaporation (E), water available for runoff (P −E) and rainfall interception loss (I ) per biome type for
2003–2007.

Biome P E P−E I

mm mm 103 km3 %P mm 103 km3 %P mm 103 km3 %P

Tropical forest 2250 1182 19.6 53 1068 17.7 47 232 3.8 10
Temperate forest 718 512 4.7 71 207 1.9 29 95 0.9 13
Boreal forest 594 372 2.9 63 222 1.7 37 79 0.6 13
Shrubland 502 315 8.2 63 187 4.9 37 9 0.2 2
Savanna 1339 806 14.7 60 533 9.7 40 51 0.9 4
Grassland 689 462 4.2 67 227 2.1 33 15 0.1 2
Cropland 878 542 10.7 62 336 6.6 38 31 0.6 4
Permanent snow 225 27 0.4 12 198 3.3 88 0 0.0 0
Desert 167 112 2.6 67 54 1.2 33 0 0.0 0
TOTAL 799 463 67.9 58 336 49.0 42 50 7.2 6

ecosystems. The global distribution of the average annual
evaporation during the period 2003–2007 is presented in
Fig. 5. The spatial distribution and latitudinal profile for the
different components of evaporation is also shown (both in
mm yr−1 and in km3 yr−1). Transpiration contributes to the
majority of global land evaporation. It is the largest in the hu-
mid tropics due to the sufficient availability of soil moisture
during the entire year and the dependency of transpiration on
the incoming radiation. Overall, the contribution of canopy
interception to the global volume of evaporation is larger than
the contribution from bare soil evaporation and snow subli-
mation. Evaporation from bare soil is important in desert
regions even though it only happens during (and shortly af-
ter) the sporadic rainfall events. Peaks of snow sublimation
occur in the Himalayas where annual net radiation is higher
than in other permanent snow-covered areas due to its loca-
tion closer to the Equator.

Figure 6 illustrates the contribution to global land-surface
evaporation from: (a) each continent, and (b) each biome
type. It also shows the relative magnitude of the four con-
stituents of the evaporative flux. As seen in Tables 2 and 3,
the continent evaporating the largest volume of water is
South America (25%), followed by Asia (24.5%) and Africa
(23.5%). 29% of world’s evaporation occurs in tropical
forests and 21% in savannas. The contribution from tran-
spiration amounts to 80% of the total evaporative flux from
land; 11% is interception loss, 7% bare soil evaporation and
2% to snow sublimation.

The seasonal distribution of the main inputs and outputs of
the methodology is explored in Fig. 7. Global maps of Rn, P ,
E, I and P −E for 2003–2007 are presented as an average
for two different periods: the months of June, July and Au-
gust (JJA), and December, January and February (DJF). The
global distributions of both I and P −E are dominated by
the seasonal cycle of P . The observed patterns also indicate
the lower importance of seasonal changes in E – compared
to changes in P – in the availability of water for runoff at

different times of the year. The seasonal distribution of E is
mainly dominated by the cycle of Rn over most of the world
(see also Sect. 4.2.2). The largest seasonal variations in E

are found in subtropical areas with sufficient input of P dur-
ing the summer period; in some of these regions the volume
of E in summer-time becomes almost one order of magni-
tude larger than during winter-time (see for instance North-
ern Australia, Southern Africa or the east coast of United
States). In desert regions where rainfall events rarely happen
(like central Australia or the Arabian Peninsula) the volumes
of evaporation remain low during the entire year and the sea-
sonal distribution of E is independent of the cycle of Rn.

4.2.3 Drivers of evaporation

The main factors that limit land evaporation are the available
energy and the volume of precipitation. The spatial and tem-
poral distribution of these limiting factors, and the strength
of the correlation of evaporation with one particular driver,
can provide valuable information on the seasonal dynamics
of evaporation in a particular area. Teuling et al. (2009) hy-
pothesised that regional trends in land evaporation respond
to trends in the limiting drivers. Only when we know to what
extent a specific driver is controlling the evaporation process,
known changes in that controlling factor may be translated
into long-term changes in evaporation.

Here, the GLEAM-estimated relationship between land
evaporation and its external drivers is analysed at a global
scale. Figure 8 gives a global overview of such analysis for
the period 2003–2007. This figure has been made using the
technique by Teuling et al. (2010) for plots with bivariate
colour maps. Figure 8a shows for JJA the global distribution
of the correlation coefficient between daily time series of E

and Rn and the correlation coefficient between E and θ (vol-
umetric water content for the whole root-zone). Figure 8b
shows the same inferences for the period DJF. Figure 8c,d
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Fig. 5. Decomposition of 2003–2007 average annual evaporation (mm) into its contributing fluxes. The latitudinal profiles are shown in units
of mm yr−1 and km3 yr−1.
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Fig. 6. Contribution to global land-surface evaporation (in %) for
each: (a) continent, and (b) biome type. The relative contribution
of the constituents of evaporation is presented separately.

present the global distribution of the correlation between E

and Rn, and E and P for JJA and DJF, respectively.
The model predicts that most of the JJA daily variability of

E over Central Europe and North America can be explained
by the dynamics in Rn (see high correlation between E and
Rn in Fig. 8a). In forested areas in boreal winter-time P be-
comes important (see Fig. 8d) and the relation with Rn is
weaker. Despite the high correlation between E and P , E

remains relatively uncorrelated with θ ; this suggests that the
soil remains under no stress for transpiration. The compo-
nent of forest evaporation that is affected by P (and govern-
ing the dynamics of E) is therefore not the transpiration flux
but the rainfall interception loss. For tropical rain forests,
despite the fact that Rn remains in general the largest con-
trolling factor, P is also identified as an important driver of
evaporation in both seasons.

Areas presenting high correlations between E and θ cor-
respond mainly to arid and semi-arid regions, and especially
during summer-time (see Fig. 8a and b). In these regions the
correlation of E with the time series of P is lower than the
correlation between E and θ ; this is because soil moisture
is a more direct indicator of plant water stress. The areas
where soil moisture is likely to limit the evaporative flux can
also be seen in Fig. 9. This figure presents the global aver-
age (2003–2007) distribution of the estimates of daily stress
factor, S – which equals (E−I )/Ep (see Sect. 2.1). The left
map represents the months of JJA; the right map shows DJF.
GLEAM calculates S at daily time-step based on estimates
of soil moisture and vegetation optical depth (see Miralles et
al., 2011). Values of S = 1 correspond to areas where there is

sufficient water to meet the atmospheric evaporative demand;
values of S = 1 are present in areas where the shortage of wa-
ter restricts the actual rate of evaporation under its potential
value. It can be seen that over the majority of the world’s
land surface, land conditions regulate to certain extent the
flux of evaporation. In high latitudes the availability of wa-
ter is generally sufficient to meet the atmospheric demand.
Arid and semi-arid regions, however, remain under evapora-
tive stress during almost the entire year. The seasonal spatial
patterns of S are strongly related to the seasonal distribution
of P (Fig. 7c and d) and the distribution of the correlation
between E and θ (Fig. 8a and b).

5 Discussion

The average annual land-surface evaporation estimated by
GLEAM for the period 2003–2007 is 67.9 × 103 km3. This
number is comparable to other estimates of average an-
nual land evaporation – e.g. the 71 × 103 km3 found by
Baumgartner and Reichel (1975) (see Dolman and Gash,
2010), the 65.5 × 103 km3 found by Oki and Kanae (2006),
the 65 × 103 km3 reported by Jung et al. (2010) or the
65.8 × 103 km3 by Schlosser and Gao (2010). Lim and Rod-
erick (2009) analysed the global partitioning of precipitation
over land making use of the GCMs from the Intergovern-
mental Panel on Climate Change (IPCC) Fourth Assessment
Report (AR4). Despite referring to a different period than
the one presented here (2003–2007 versus 1970–1999) the
volume of incoming precipitation is similar in both stud-
ies. While the ensemble of GCMs estimated that 70% of the
global land precipitation was evaporated and 30% was avail-
able for runoff (P −E), the global partitioning in GLEAM is
somewhat different: 58% evaporation and 42% water avail-
able for runoff. Despite this difference the relative contri-
bution from each continent to global E and global P −E

agrees well in both studies. One exception is South America
in which the GCMs estimated 51% less P −E than GLEAM.
It is worth mentioning that this dissimilarity responds mainly
to the different volumes of precipitation and not of evapora-
tion.

Results shown in Table 2 are also in good agreement
with the average volumes of P , E and P −E reported for
each continent by Sellers (1965) and Baumgartner and Re-
ichel (1975) (see Peixoto and Oort, 1992). The GLEAM-
estimated fraction of P that is evaporated over Africa (58%)
is however much lower than the 76% and 84% reported by
Sellers (1965) and by Baumgartner and Reichel (1975) re-
spectively. These differences come again from discrepancies
in the volume of precipitation (and not evaporation). The low
density of the rainfall observational network in Africa makes
traditional gauge-based estimates of precipitation for this
continent – like the ones by Sellers (1965) and Baumgart-
ner and Reichel (1975) – highly uncertain (see Love et al.,
2004). The use of satellite information in CMORPH reduces
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Fig. 7. Average fluxes for the period 2003–2007 separately presented for JJA (left panel) and DJF (right panel): (a) and (b) show the
distribution of Rn, (c) and (d) represent P , (e) and (f) are E, (g) and (h) are I , and (i) and (j) present the estimated distribution of P −E.
Units are mm day−1 except for Rn which is presented in W m−2.
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Fig. 8. The upper panel shows the estimated correlation (R) of daily time series of E with Rn and θ for (a) JJA and (b) DJF. The bottom
figures show the correlation of daily E with Rn and P during (c) JJA and (d) DJF. All the results correspond to the period 2003–2007.

Fig. 9. Estimated stress factor (S) as averaged for the months of JJA and DJF

this uncertainty and enhances the reliability of GLEAM es-
timates of E and P −E in areas of sparse observations like
Africa.

Fisher et al. (2008) obtained similar results (both in abso-
lute and in relative terms) to the ones presented in the latitu-
dinal profile of annual fluxes shown in Fig. 4. Humid tropics
show a value of land evaporation around 50% of the incom-
ing precipitation, in accordance with the level of rainfall re-
cycling in these areas reported by Salati and Vose (1984).
This latitudinal profile is in agreement with the hypothesis
that at high latitudes in winter-time, the flux of intercep-
tion loss – dominated by the aerodynamic forces rather than

by the available energy – can represent the main source of
evaporation in forested regions. When considering intercep-
tion loss, evaporation can reach and even exceed the avail-
able energy (Stewart, 1977) (see also the results in Fig. 7).
The different bio-physical processes behind interception loss
and transpiration make wet canopy evaporation more depen-
dent on the volume and duration of rainfall and less on the
net radiation (see Shuttleworth and Calder, 1979). Under
low energy availability, rates of wet canopy evaporation can
become several times higher than the rates of transpiration
which would be occurring under dry conditions (see com-
mentary by Gash and Shuttleworth, 2007). In the context of
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the Penman-Monteith equation, the aerodynamic term (and
not the energy one) is responsible for the major part of the
flux. This is the main reason why interception loss requires
a separate estimation, and why PT energy-based approaches
are not suitable for its estimation.

Traditionally, studies on evaporation drivers have been fo-
cused on net radiation and soil moisture (considered only as
the link between precipitation and evaporation). However,
an important component of the evaporative flux from forests,
canopy-intercepted rainfall, will not be directly affected by
the soil moisture dynamics. Moreover, as stated above, the
flux of evaporated water from wet canopies is relatively in-
dependent from the net radiation. Teuling et al. (2009) anal-
ysed in detail the drivers of the evaporative flux over Eu-
rope and North America focusing on net radiation and pre-
cipitation, but considering the latter only as a surrogate for
soil moisture. Their results were extensively validated us-
ing FLUXNET data but rain-days were not included in this
validation and therefore the role of interception could not be
identified. The daily frequency and separate estimation of
interception within GLEAM allows a detailed study of these
interactions. However, while Teuling et al. (2009) compared
independent estimates, in the study presented in Sect. 4.2.3
the estimates of E are dependent on the values of P , Rn and
θ , and therefore the results rely on the sensitivity of GLEAM
E to these variables. Consequently this study merely aims
to understand how GLEAM reproduces interactions between
land and atmosphere and how it estimates the relative im-
portance of the evaporation drivers in different regions in the
world.

Figure 8a and c shows how in summer-time and over Cen-
tral Europe and North America, most of the variability of
daily GLEAM estimates of E can be explained by the dy-
namics in Rn. This is in agreement with Fig. 7a,b,e,f that
illustrate how in the majority of the world’s land surface the
seasonality of E follows closely the seasonality of the in-
coming solar energy. However, in forested regions and dur-
ing winter-time the relationship is not obvious (see Fig. 8b).
This low dependency between the time series of E and the
time series of Rn is a response to the higher relative impor-
tance of I as a component of E. This happens because of the
low volumes of transpiration in winter-time. As can be ap-
preciated from Fig. 8d, in forested regions under conditions
of low incoming radiation, the model identifies the availabil-
ity of water on the canopy (dominated by the volume of P

and its duration) as an important factor determining the dy-
namics of evaporation. The low correlations found with θ

over the same areas, suggest that the correlation with P is
not a response to conditions of soil water deficit.

Trends in soil moisture can be responsible for the long-
term changes in land evaporation; this happens over regions
where water availability is the main control on the evapora-
tion (see Teuling et al., 2009). Jung et al. (2010) analysed
the results of their FLUXNET data-based approach (Jung
et al., 2009) to reveal a positive trend in global land-surface

evaporation from 1982 to 1997; from 1998 this trend slowed
down, attributed to the decrease in soil moisture over the
Southern Hemisphere. Dark blue-coloured regions in Fig. 8a
and b represent the areas where GLEAM identifies that a
long-term decrease in soil moisture could potentially induce
a negative trend in land evaporation. They are mainly arid
and semi-arid regions, where the rate of actual evaporation
rarely matches the potential rate (especially during summer-
time) and it is the availability of water in the soil that will
determine the volume of daily evaporation (see also Fig. 9).
This dependency on the soil moisture underlines the impor-
tance of correctly parameterising the soil water content and
the stress conditions for those areas.

6 Conclusions

Large differences in the estimates of land-surface evapora-
tion from the currently existing methodologies (Jiménez et
al., 2011; Müller et al., 2011) indicate that land evaporation
remains one of the most uncertain terms in the global water
cycle. GLEAM is a new alternative to estimate global evap-
oration and its different components by combining satellite-
observable variables within a simple bio-physical approach.
It aims to fill the gaps from previous satellite-based evapo-
ration models acknowledging the importance of estimating
interception loss through a widely-tested model (Gash’s an-
alytical model), and moderating PT estimates of latent heat
flux by considering the soil water stress conditions over the
entire root-zone. As with every model, GLEAM is a simpli-
fication of reality: results presented here are affected by the
assumptions taken in the parameterisation of the bio-physical
processes within the methodology. However, the constituent
parts of GLEAM have been successfully validated by com-
parison with in situ data over different ecosystems and the
error structure of the estimates has been analysed in detail;
this sets the level of credibility of the results presented in this
paper.

An average annual land evaporation of 67.9 × 103 km3 is
estimated for the period 2003–2007, which represents 58%
of the incoming precipitation. South America, Asia and
Africa are found to contribute together to 73% of the evapo-
rative flux over land, while only 5% occurs in Europe. Half of
the world’s land evaporation is originated in tropical forests
and savannas. Transpiration contributes to 80% of global
land-surface evaporation. Canopy interception loss is esti-
mated as 11% and plays a major role in the long-term parti-
tion of rainfall and the volume of runoff generated in forested
ecosystems. Precipitation is identified as an important factor
driving evaporation in forest regions due to the effect of evap-
oration of canopy-intercepted rainfall. Soil moisture limited
regions where trends on land evaporation are likely respond
to trends in soil available water are located by the methodol-
ogy.
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Ongoing activities include the application of GLEAM to
develop a 24 year database (from 1984 to 2007), and an inter-
product comparison with existing global fields of evaporation
within the LandFlux-EVAL initiative of the GEWEX Radi-
ation Panel (Jiménez et al., 2011; Müller et al., 2011). The
applicability of triple collocation will be further explored us-
ing the longer record of evaporation; different sources of
evaporation will be applied to test the sensitivity of the es-
timated errors to the potential dependency between GLEAM
and Princeton University products. The dataset could ad-
ditionally be used to investigate trends in land evaporation
and their relation to ocean oscillations, the effects of land-
use changes such as desertification or deforestation on the
hydrological cycle, and the coupling between land and atmo-
spheric processes.

All GLEAM products will become freely available
through the web portal hosted at the VU University Ams-
terdam Geo-services website (http://geoservices.falw.vu.nl).
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Abstract

Land evapotranspiration (ET) estimates are available from several global datasets.
Here, monthly global land ET synthesis products, merged from these individual
datasets over the time periods 1989–1995 (7 yr) and 1989–2005 (17 yr), are presented.
The merged synthesis products over the shorter period are based on a total of 40 dis-5

tinct datasets while those over the longer period are based on a total of 14 datasets.
In the individual datasets, ET is derived from satellite and/or in-situ observations (diag-
nostic datasets) or calculated via land-surface models (LSMs) driven with observations-
based forcing and atmospheric reanalyses. Statistics for four merged synthesis prod-
ucts are provided, one including all datasets and three including only datasets from one10

category each (diagnostic, LSMs, and reanalyses). The multi-annual variations of ET
in the merged synthesis products display realistic responses. They are also consistent
with previous findings of a global increase in ET between 1989 and 1997 (1.15 mm yr−2

in our merged product) followed by a decrease in this trend (−1.40 mm yr−2), although
these trends are relatively small compared to the uncertainty of absolute ET values.15

The global mean ET from the merged synthesis products (based on all datasets) is
1.35 mm per day for both the 1989–1995 and 1989–2005 products, which is relatively
low compared to previously published estimates. We estimate global runoff (precipita-
tion minus ET) to 34 406 km3 per year for a total land area of 130 922 km2. Precipitation,
being an important driving factor and input to most simulated ET datasets, presents un-20

certainties between single datasets as large as those in the ET estimates. In order to
reduce uncertainties in current ET products, improving the accuracy of the input vari-
ables, especially precipitation, as well as the parameterizations of ET are crucial.

1 Introduction

In recent years, several global multi-year evapotranspiration datasets based on in-situ25

observations or satellite retrievals of different indirect variables have been derived. In
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Mueller et al. (2011b), an evaluation of their performance within the LandFlux-EVAL
(see www.iac.ethz.ch/url/LandFlux-EVAL) initiative over the time period 1989–1995
was presented, while the study of Jimenez et al. (2011) assessed a subset of these
datasets over a shorter period but also assessing the radiative and sensible fluxes.
These studies considered dedicated datasets that derive ET from combinations of5

observations or observations-based estimates together with targeted algorithms (re-
ferred to as diagnostic datasets), ET from land surface model (LSM) simulations driven
with observations-based forcing as well as ET from atmospheric reanalyses (i.e. com-
puted with LSMs within a global model assimilating mostly atmospheric observations).
The general main geographical structures related to the principal climatic regimes are10

present in all products, but relatively large differences in the absolute values among
some of the products were observed (Mueller et al., 2011b; Jimenez et al., 2011).

Even though a large number of ET datasets is currently available and has been
analyzed in these studies, a global benchmark for ET is missing. Such a benchmark
dataset would be useful for several purposes. Land-surface modellers and hydrolo-15

gists often use ET to validate their model output, because it is one of the main com-
ponents in the land water and energy budgets as well as a key driver for droughts
(e.g. Sheffield et al., 2012; Seneviratne, 2012). Furthermore, agricultural and water-
management communities estimate the water needed for irrigation with information on
ET. Apart from mean ET values, corresponding uncertainty estimates are necessary20

for all kinds of applications. For these reasons, benchmark synthesis products of ET
derived from existing datasets have been developed in the present study with the pro-
vision of different estimates of uncertainty.

The previous studies by Mueller et al. (2011b) and Jimenez et al. (2011) focused on
spatial patterns of multi-year means and seasonal variations, respectively. However,25

the behavior of the LandFlux-EVAL datasets with respect to ET trends or multi-annual
variations has not yet been investigated. Knowledge of the temporal changes of ET is
important since it is a major component of the global water cycle. Within a chang-
ing climate, changes in the hydrological cycle are also expected, but very difficult
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to determine. Observations indicate that precipitation over land increased by about
2.4 mm per decade from 1900 to 1988 (Dai et al., 1997, excluding North Africa in their
analysis). Extending the analysis to the entire 20th century indicates a similar large
trend (reduced by about 25 %, New et al., 2001). While some publications relate this
behavior to a possible intensification of the hydrological cycle, this term is not well de-5

fined. Indeed, while evaporation from ocean surfaces is expected to increase with in-
creasing temperature (as warmer air can hold more water vapour), it is unclear whether
ET from land surfaces could similarly increase due to possible limitations imposed by
soil moisture content and vegetation physiology. Due to a lack of relevant observations,
respective trends of land ET could not be assessed until recently. The studies by Wang10

et al. (2010b) and Jung et al. (2010) are the first to investigate this issue over a rela-
tively short time span from 1982 to 2002 and 1982 to 2008, respectively. Wang et al.
(2010b) found an increase in global land ET of 15 mm per year, using 1120 globally
distributed stations (Wang et al., 2010a). Jung et al. (2010) performed a trend analysis
based on a global dataset empirically derived from in-situ measurements of ET from15

the FLUXNET project and satellite remote sensing and surface meteorological data
(Jung et al., 2009, hereafter referred to as MPIBGC dataset), but also including eight
other datasets. A tendency of increasing ET was found for the years 1982 to 1997,
which indicates a possible intensification of the hydrological cycle. However, this trend
was found to vanish after 1998. The decline in global land ET trend after 1998 was20

attributed to a decrease in moisture availability in Southern Hemisphere supply- (i. e.
water-) limited evaporative regimes, which might indicate that a limit to the temperature-
driven acceleration of the hydrological cycle was reached during the 1998–2008 time
period. Nonetheless, the article also mentioned that whether this tendency was related
to a long-term trend or only decadal variability could not be assessed given the short25

time period considered (see also Douville et al., 2013). Another study based on satel-
lite retrievals also found that the increasing trend in global land ET disappeared after
2000 (Yao et al., 2012). However, it is important to note that uncertainties in forcing
datasets used to derive such ET trends are large and may entail spurious features
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linked to the use of reanalyses products assimilating non-homogeneous satellite prod-
ucts or variations in the density of stations considered in gridded precipitation products
(e.g. Bengtsson et al., 2004; Seneviratne et al., 2004; Lorenz and Kunstmann, 2012;
Sheffield et al., 2012).

Decreasing ET in soil moisture-limited regions would lead to a further increase in5

air temperature, since more available energy would be partitioned into sensible heat.
Thus, understanding changes in the hydrological cycle is not only important to reduce
the uncertainty in climate change projections, but also to assess the impacts of these
changes on water availability, as well as for the occurrence of droughts, floods and hot
extremes (see, e.g. Sheffield et al., 2012; Mueller and Seneviratne, 2012; IPCC, 2011;10

Seneviratne et al., 2010).
The benchmark synthesis products presented in this study are used to assess the

inter-annual variations of ET on the global scale and encompasses the largest number
of ET products to date. Besides the evaluation of temporal variability of the benchmark
products and the single datasets contributing to them, the present study also compares15

these to precipitation, which is one of the most important drivers of ET, especially in
soil moisture-limited regions (see, e.g. Teuling et al., 2009; Seneviratne et al., 2010).

2 Datasets and method

2.1 Merged benchmark synthesis products of evapotranspiration

We present here new multi-year merged synthesis products based on the analyses20

of existing land ET datasets. A first product spans the time period 1989–1995 and
includes 40 products, while the second is available for the longer time period 1989–
2005 and includes 14 products. Consistent with a previous analysis (Mueller et al.,
2011b), the type of datasets included can be classified as diagnostic datasets, LSMs
and reanalyses (see Sect. 1). Besides the two merged synthesis products based on25

all types of datasets, merged synthesis products from each of the individual dataset
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types are also produced (see Table 1). The output statistics for each of the merged
synthesis products are: Mean, median, 25th-percentile, 75th-percentile, interquartile
range, standard deviation and minimum and maximum values of the ensemble of un-
derlying datasets. All products are available in monthly and yearly temporal resolution,
and as multi-year statistics. All merged synthesis products are made available through5

the internet (www.iac.ethz.ch/url/LandFlux-EVAL).

2.2 Overview of included datasets

An overview of the diagnostic datasets, LSMs and reanalyses considered for the prepa-
ration of the merged synthesis products is provided in Table 2. The subset of datasets
available over the period 1989–2005 (cross in 5th column in Table 2) forms the basis10

of the merged synthesis products over this longer time period (see also Sect. 2.1). The
table also lists information on the single datasets, such as the ET schemes, the num-
ber of soil layers used in the case of LSMs, the precipitation forcing datasets and other
forcing variables used for the derivation of the respective datasets or, in the case of
reanalyses, the land-surface schemes.15

We considered here several additional datasets compared to the earlier analy-
sis of Mueller et al. (2011b). These additional datasets are the diagnostic dataset
GLEAM (Global Land-surface Evaporation: The Amsterdam Methodology, Miralles
et al., 2011a), as well as LSM estimates from the Water Model Intercomparison Project
WaterMIP (Haddeland et al., 2011). Simulations from the Global Land Data Assimila-20

tion System I (GLDAS-I, Rodell et al., 2004) were included in Mueller et al. (2011b)
but excluded in the present study because of spurious trends (see Fig. A1 and Rui,
2011), which arised because the source of forcing data changed several times over
the GLDAS-I time period (Matt Rodell, personal communication, 2012). However, we
included GLDAS-II simulations (see Rui, 2011) from one of these models (NOAH ver-25

sion 3.3) which has been produced recently with a consistent forcing dataset (Princeton
forcing, see Sheffield et al., 2006).
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In GLEAM, the calculation of ET is based on the Priestley-Taylor equation and the
Gash analytical model of forest rainfall interception (Miralles et al., 2011b). The model
discriminates the different evapotranspiration components, i. e. interception, bare soil
evaporation, transpiration and sublimation, and ET is coupled to soil moisture (Miralles
et al., 2011a). Note that not all diagnostic estimates separately calculate these com-5

ponents or account for all of them, which leads to large differences especially in the
Amazon region. The forcing data for GLEAM were all obtained from remote sensing
products and synthesis of rain gauges (CPC, see Appendix A).

All WaterMIP simulations are driven with the same forcing dataset (WATCH forcing,
see Weedon et al., 2011), but the employed forcing variables and time steps differ. For10

a list of these variables as well as references for each model, see Haddeland et al.
(2011). The differences between the WaterMIP models are large. Some models, for
example, solve both the water and the energy balances at the land surface and are
classified as (classical) LSMs, while others solve the water balance only and are clas-
sified as global hydrological models, GHMs (following the classification proposed by15

Haddeland et al., 2011, note that for simplicity, we refer to both as LSMs in most of
the present article). Further, the WaterMIP models vary substantially in their complex-
ity in the representation of ET (e.g. including or excluding interception and transpira-
tion), runoff, groundwater, snow or frozen soil (for more details, see Haddeland et al.,
2011). For more information on all other datasets, the reader is referred to Mueller et al.20

(2011b) and Jimenez et al. (2011).

2.3 Processing of ET datasets and merged synthesis products

In order to prepare the merged synthesis products, we first interpolated all datasets on
a common global grid of 1 degree longitude and latitude and aggregated daily values to
monthly values where necessary. A spatial matching of the datasets was done, and if25

one gridpoint was covered by less than 70 % of the datasets, it was excluded from the
final synthesis product (for the number of datasets originally available, see Fig. A2).
Some of the datasets exhibit unrealistically large values (especially in the northern
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latitudes due to the viewing angle of satellites). For the merged synthesis products, we
applied a physical constraint to exclude such values. An upper limit to the latent heat
flux is given by the energy balance, i. e. ET should not exceed net surface radiation at
a scale as large as our grid cells. For each gridpoint of the merged synthesis products,
we calculated a seasonal cycle of net radiation (from the Surface Radiation Budget5

(SRB) version 3) based on the monthly maxima of all available years (1984–2007).
Monthly ET values exceeding the seasonal maxima cycle’s net radiation of that month
by more than 25 % were excluded, unless ET was smaller than 0.3 mmday−1, since
for such small values, ground heat flux cannot be neglected. Note, however, that if in-
terception plays an important role, such as during winter time, ET can be larger than10

radiation. A further possible constraint might be applied from the assumption that ET
should not exceed precipitation over a longer time period. However, we did not apply
such a constraint because soil moisture depletion might play a role in some regions,
and based on a small scale analysis (such as single pixels), atmospheric water fluxes
or runon could provide additional water input for ET. In order to exclude single dataset15

values that were very different from those of the other datasets, we performed a sta-
tistical outlier detection after the application of the physical constraint, similar to that
described in Weedon (2011), but applied on monthly values. A movie in the Supple-
ment shows the number of datasets at each gridpoint and time step after all these
steps. Finally, the mean, median, 25th-percentile, 75th-percentile, interquartile range,20

standard deviation and minimum and maximum statistics of the ensemble of underlying
datasets are derived and provided as monthly, yearly and multi-year statistics.

3 Results

3.1 Merged synthesis products

The different merged synthesis products created from single categories only (diagnos-25

tic datasets, LSMs and reanalyses) and from all categories (see Table 1) coincide to
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a large extent in their global land mean ET (Fig. 1), with highest values in the merged
product based on reanalyses only (563 mm per year) and lowest in that based on LSMs
only (423 mm per year). The interquartile ranges (IQRs, 75th-percentile minus 25th-
percentile) are largest in the merged products based on diagnostic datasets and re-
analyses. The variation of global mean ET for the 1989–2005 (long) as well as for5

the 1989–1995 (short) merged product created from all dataset categories (median)
is shown in Fig. 2. The long merged product shows slightly higher values. The largest
difference in the list of datasets in the short and long merged synthesis products is the
inclusion of 28 LSMs (short) versus only 5 LSMs (long). WaterMIP and GSWP simula-
tions are not available for the long version, and are therefore, due to their consistently10

low ET values (see Mueller et al., 2011b), the main reason for lower ET in the short
product. The small difference in the temporal variations between the short and the long
merged synthesis products is a strong indication that including a large number of de-
pendent datasets (i.e. model simulations driven with the same forcing data, such as
GSWP and WaterMIP runs) does not have a strong influence.15

Global mean ET shows a slight increase between 1989 and 1997 followed by a de-
crease until 2005 (Fig. 2). The merged synthesis product (long) shows a nearly iden-
tical inter-annual variation as that found in the MPIBGC dataset in Jung et al. (2010).
However, if we consider this variation in relation to the IQRs or the standard deviations,
both shown in Fig. 2, the absolute ET trend change is very small and the interannual20

variations nearly vanish.
The reason for the large IQRs and standard deviations are the large differences in the

absolute ET values of the single datasets. The IQRs and standard deviations based on
the yearly anomalies of the underlying datasets (i. e. setting the mean of all datasets to
zero before calculating the statistics), which is the quantity shown in Jung et al. (2010),25

are much smaller (can partly be seen also in Fig. 3). Note also that we consider more
estimates than in the previous analyses from Jung et al. (2010).

The ET anomalies from all long merged synthesis products are shown in Fig. 3 (top
left). The comparison reveals a very similar temporal evolution of ET in all four merged
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synthesis products. Therefore, in the remainder of this study, only the merged products
based on all dataset categories (long and short) will be analysed.

3.2 Single datasets

The temporal variations of the 14 single datasets contributing to the long merged syn-
thesis products are shown in Fig. 3. In these analyses of single datasets, we excluded5

unrealistically high ET values, setting a threshold of 12.5 mmday−1. The LSMs (bottom
left) and reanalyses (bottom right) are more consistent amongst one another in their
yearly variations than the diagnostic datasets (top right). The ET timeseries of all LSMs
and reanalyses peak between 1997 and 1999. Some of the diagnostic datasets peak
in other years, such as 2001 in the case of PRUNI and 2000 in GLEAM and AWB. The10

trends for the two time periods 1989–1997 and 1998–2005 are listed in Table 3. The
merged product as well as 5 single datasets display a significant negative trend (italic
font) for 1998–2005, indicating a decrease in global ET during that period. The positive
trend found in Jung et al. (2010) for the previous period is only significantly positive
in GLEAM. The reason for this could be that we calculate the trends over a shorter15

time period compared to Jung et al. (2010), who calculated them over 1982–1997 and
1998–2008.

3.3 Analyses of climate regions

We analyze here the two merged products (i.e. short and long, based on all dataset
categories) as well as precipitation data (average of CRU, GPCC, GPCP and CPC,20

for references and information on these datasets, see Appendix A and Biemans et al.,
2009) in climate regions using the classification of Koeppen-Geiger (data available
from http://koeppen-geiger.vu-wien.ac.at). In order to facilitate the interpretation of the
results, subregions have been merged to larger regions. The regions considered are
displayed in Fig. 4.25
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Mean ET and precipitation are listed for the various climate regions in Table 4. Also
included are the ET and precipitation trends (Theil-Sen estimator) from 1998–2005, i. e.
for the period for which a decline in ET trend was found in Jung et al. (2010, see also
previous section). The sum of the areas of all climate regions (third column) represents
over 90 % of the global land area.5

The global mean ET from the merged synthesis amounts to 1.35 mmday−1 for both
the 1989–2005 and 1989–1995 products. This value is well within the range, and some-
times at the lower boundary, of other studies. For example Trenberth et al. (2009) re-
ported a range of 1.38 to 1.82 mmday−1, Haddeland et al. (2011) 1.14 to 1.61, Wang
and Dickinson (2012) 1.2 to 1.5 and Dirmeyer et al. (2006) a mean of 1.36 mmday−1 for10

different time periods. The larger values from Trenberth et al. (2009) can be explained
by their reliance on reanalysis products, which were found here to display a tendency
for high ET values. The mean value of precipitation (average of CRU, GPCC, GPCP
and CPC) amounts to 2.07 mmday−1. The difference between global precipitation and
land ET corresponds to the water that leaves the continents as runoff and amounts to15

34 406 km3 per year. This value is in good agreement with values from other studies
summarized in Syed et al. (2009).

The largest contribution to the global ET trend over 1998–2005, which amounts to
18.9 km3 yr−2, stems from the equatorial winter dry (Aw), arid desert (BW) and arid
steppe (BS) climate regions, even though the latter two are characterized by very low20

per area values of ET. The study of Jung et al. (2010) showed that the decline in
trend change is mainly due to Southern Hemisphere dry regions. We therefore treated
the northern and Southern Hemisphere of these regions (BW and BS) separately. In-
deed, we find that even though they belong to the same climate regions, the Southern
Hemisphere parts of the arid steppe (BS) and arid desert (BW) regions exhibit a large25

negative trend, while the Northern Hemisphere parts show very small (and positive)
trends.

The signs of the trends in precipitation agree with the signs of the ET trends, ex-
cept for the polar climate region (E). The opposite trends in the northern and southern
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hemispere parts of the BS and BW regions can also be found in the precipitation
datasets. Furthermore, the table shows that global ET has decreased much stronger
than global precipitation over the period 1998–2005.

3.4 Precipitation forcing

The 1989–1995 global mean land ET of each dataset contributing to the synthesis5

product (short) is plotted against precipitation in Fig. 5. The precipitation value was
taken from the forcing data of the respective ET dataset as listed in Table 2. If precip-
itation was not available (for some diagnostic datasets), the average of four currently
available observational datasets (CRU, GPCP, GPCC and CPC) was taken. Global
mean values of these four precipitation datasets range from 2 to 2.2 mmday−1. The10

dataset-median of the merged synthesis ET product is indicated with a solid line, and
the IQRs with dash-dotted lines. The single datasets are indicated with different sym-
bols (groups) and colors (ET schemes).

We first compare simulations from the GSWP and the WaterMIP projects, which are
each based on common forcing datasets (filled circles and stars/rhombi, respectively).15

The spread within the GSWP and WaterMIP simulations is similar, both globally and in
most climate regions (see Fig. A3). However, the spread in the WaterMIP ensemble is
smaller in some dry regions (Cs, Dw and Df), and larger in wetter regions (all equatorial
regions). Looking at the WaterMIP GHMs and LSMs separately, we find that the GHMs
(stars) are not separated from the LSMs (rhombi), which supports the findings from20

Haddeland et al. (2011), that this classification does not fully account for differences
among the WaterMIP models.

In order to compare the influence of uncertainties in precipitation forcing to model
structure, sensitivity simulations using the same model (here, the COLA model) and dif-
ferent precipitation forcing have been performed in the framework of GSWP (Schlosser25

and Gao, 2010) and are included in the Fig. A3. Evapotranspiration from simulations
with differing precipitation (GSWP sens, noted with empty circles) shows a smaller
range than from GSWP simulations from different models using the same forcing (filled
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circles), which has also been shown in Schlosser and Gao (2010). However, note that
global mean ET from these sensitivity simulations is relatively low, indicating dry con-
ditions in the COLA model, even if a forcing with high precipitation was employed. This
possibly points to a dry bias of the model independently of the applied precipitation
forcing, which could be the reason for the separation of this GSWP model in the cluster5

analyses reported in Mueller et al. (2011b).
The merged synthesis product based on all datasets exhibits a value of

1.5 mmday−1. Note that the global mean values in the analyses for Fig. 5 are higher
than the ones given in Table 4. The reason is that for the analyses of single datasets,
we only included those pixels of the merged product that were also available in all other10

datasets. Table 4, on the other hand, includes all land pixels.
The largest exceedance of precipitation over ET, on average, is found in the wettest

climate regimes (Af, Am, Aw, Cw, Cf and Df), as expected. In several dry regions,
especially the arid desert (BW) and arid steppe (BS) regions, some datasets reveal
an ET exceedance over precipitation (see bisecting line through origin in Fig. A3).15

The reasons could be (1) ET is too high, (2) precipitation is too low, (3) both ET and
precipitation are correct, but the net depletion of soil water storage is larger than the
volume of runoff generated over the period 1989–1995.

A comparison of the range between the lowest and highest values in precipitation
and ET shows that the uncertainties in precipitation are larger than those of the ET20

datasets. This is not only the case for the global mean values, but also for single climate
regions (Fig. A3). Large uncertainties in precipitation datasets have also recently been
highlighted in Lorenz and Kunstmann (2012). The reason for smaller uncertainties in
ET than in precipitation could be that ET estimates are constrained not only by the
water, but also by the energy balance. This indicates that the uncertainty range in ET25

estimates will be difficult to reduce as long as the uncertainties in precipitation and
radiation are not reduced. Jimenez et al. (2011), e.g. showed that the spread in net
radiation datasets is nearly as large as the one in ET.
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4 Conclusions

The intensity of the hydrological cycle determines the water availability and influences
the climate system in various ways. Despite the important impacts of the hydrolog-
ical cycle and one of its key variable, ET, a global benchmark ET dataset has long
been missing. In the framework of the LandFlux-EVAL initiative (www.iac.ethz.ch/url/5

LandFlux-EVAL), several ET datasets based on observations (diagnostic datasets,
LSMs and reanalyses) have been evaluated in previous studies (Mueller et al., 2011b;
Jimenez et al., 2011), focusing on multi-annual means and seasonal cycles. The
present study further investigates ET datasets. Global merged benchmarking ET prod-
ucts are derived and trends are analyzed in single LandFlux-EVAL datasets as well as10

the merged ET products.
The benchmark synthesis products provide monthly estimates for the time periods

1989–1995 (short) and 1989–2005 (long), respectively. For the creation of the short
benchmark products, 7 diagnostic datasets, 29 LSMs and 4 reanalyses are consid-
ered, for the long products 5 diagnostic, 5 LSMs and 4 reanalyses. In order to address15

several demands on benchmark datasets, we created short and long merged synthesis
products based on all datasets as well as based on each category. Monthly radiation
is used as a physical constraint on maximum ET, and a statistical outlier detection is
applied on the monthly ET estimates.

Evapotranspiration from the merged synthesis benchmark products shows realistic20

interannual variations that correspond to those found in a previous study based on
a smaller number of ET datasets (Jung et al., 2010). The negative trend in global land
ET 1 between 1998–2005 amounts to 18.9 km3 yr−2. Most of this trend is attributed to
the equatorial winter dry, arid desert and arid steppe regions. The latter two regions
are determined by low per area ET and precipitation, but cover very large areas of the25

northern and Southern Hemisphere. Dividing these arid desert and steppe regions into

1After a space and time matching of all datasets, data coverage of roughly 90 % of the land
surface was attained.
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northern and Southern Hemisphere fractions, we find that the negative trend change
arises from the southern part only, which is consistent with the results of Jung et al.
(2010). However it is important to note that the signal is very small compared to the
overall global land ET as well as compared to the uncertainty of absolute ET values (in-
terquartile range or standard deviations of the merged synthesis products). In addition,5

it is still unclear whether this signal corresponds to a long-term trend or decadal vari-
ability. Finally, because of the reliance of all ET datasets on atmospheric input datasets,
the influence of spurious trends in these datasets cannot be excluded.

Large uncertainties in absolute values of ET are found, which can partly be related
to uncertainties in precipitation. Precipitation is both one of the main drivers for ET10

in water-limited evaporation regimes and overall in forests where interception can be
large. As a consequence, it belongs to one of the main forcing variables for ET used
in most diagnostic datasets and LSMs. Indeed, the spread in ET datasets is smaller
than the spread in the corresponding precipitation datasets in our global analyses as
well as in most climatic regions, which indicates that ET is not only constrained by15

precipitation, but also by other variables such as radiation. In general, the absolute
values of precipitation are higher than ET, as expected, globally and in wet climate
regions. Global mean ET in the merged synthesis product amounts to 1.35 mm per day,
while precipitation to 2.07 mm per day (average of four observations-based datasets).
The difference of 34 406 km3 yr−1 (runoff) is in agreement with previous studies (an20

overview can be found in Syed et al., 2009). In dry regions, ET exceeds precipitation
in several datasets. The merged synthesis product’s (median) ET is always lower than
average precipitation.

In summary, we have presented here the first benchmark synthesis products for
monthly, global land ET estimates. A reproduction of a negative trend in global ET dur-25

ing 1998–2005 with these benchmark synthesis products supports previous findings of
a declining global ET trend over that period. However, caution is necessary when ana-
lyzing trends, because the considered time period is very short for trend analyses, the
analyzed ET datasets are not totally independent from each other (e.g. same forcing

784

129



D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

data, similar methodologies), and agreement between them is not necessarily an indi-
cator of their validity. Furthermore, spurious trends can be introduced through changes
in the observing systems for the forcing variables (e.g. precipitation, radiation) of ET.
In order to gain more confidence in ET estimates, not only are improvements in model
parameterizations necessary, but so is a reduction of uncertainties in precipitation and5

radiation data in order to better constrain ET.

Appendix A

Precipitation datasets

A The observation-based precipitation datasets are from the Climate Research Unit
(CRU) at the University of East Anglia, the Global Precipitation Climatology Centre10

(GPCC), the Global Precipitation Climatology Project (GPCP) and the unified gauge-
based analysis of global daily preciptation from the climate prediction center (CPC)
from the National Oceanic and Atmospheric Administration (NOAA Chen et al., 2008).
These datasets are chosen for this investigation because (a) they are mainly based on
observations, (b) they cover the period 1989–2005, and (c) they are forcing datasets15

employed for the diagnostic ET datasets used in this study.
The CRU precipitation data are based on rain gauge data, whose number varies

over time between around 5000 and nearly 15 000 stations. The CRU TS3.1 dataset
covers the period 1901–2009. It has not been corrected for gauge biases, which vary
with gauge type and can result in inhomogeneities in the records (New et al., 2000).20

The NOAA CPC unified precipitation dataset is created from quality-controlled daily
precipitation gauge data, taking advantage of the optimal interpolation objective anal-
ysis technique (Chen et al., 2008). The retrospective version, covering 1979 to 2005,
includes more than 30 000 gauge station data.

The GPCC monitoring product for the period 1986 to present is based on quality-25

controlled data from 7000 stations, which are interpolated into monthly area averages.
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This product delivers the in-situ component for the satellite (microwave and infrared)-
gauge combination GPCP (Huffman et al., 1995; Adler et al., 2003). The GPCP product
includes gauge-bias corrections, but due to the limited length of satellite records, inho-
mogeneities arise (Adler et al., 2003).

Supplementary material related to this article is available online at:5

http://www.hydrol-earth-syst-sci-discuss.net/10/769/2013/
hessd-10-769-2013-supplement.zip.
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Table 1. Number and type of datasets included in the 8 different merged synthesis products.

Merged synthesis Number of datasets Number of datasets
products 1989–1995 1989–2005
based on (denoted short) (denoted long)

All dataset categories 40 14
Diagnostic 7 5
LSMs 29 5
Reanalyses 4 4
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Table 2. Overview of ET datasets, including their ET scheme or land-surface schemes (LSS),
along with the number of soil layers, precipitation forcing dataset and atmospheric forcing vari-
ables. Model names with a star are classified as global hydrological models (GHMs, see text).
Forcing variables are P : precipitation; T : air temperature; W : wind speed; Q: specific humidity;
R: radiation; SP: surface pressure. “na” denotes either not applicable or information currently
not available. Note that GS-VISA and GS-CLMTOP cannot strictly be classified as aerodynamic
approaches, since they include a carbon cycle and photosynthetic control on transpiration.
Models with an x are included in the 1989–2005 merged synthesis product.

Group Name ET 89- No. soil Precipitation Atmosph. for- Reference
scheme/ 05 layers forcing datasets cing variables
LSS for reanalyses

D
ia

gn
os

tic

PT-JPL∗ Priestley-Taylor 0 Not required T ,Q,R,red/NIR reflectances Fisher et al. (2008)
MAUNI Empirical na Not required na Wang and Liang (2008)
PRUNI Penman-Monteith x na Sheffield et al. (2006) na Sheffield et al. (2010)
MPIBGC Empirical × na GPCC na Jung et al. (2009)
CSIRO Penman-Monteith × na GPCC na Zhang et al. (2010)
GLEAM v1A Priestley-Taylor × 3 CPC unified precip na Miralles et al. (2011b,a)
AWB None × na GPCP na Mueller et al. (2011a)

LS
M

s
an

d
G

H
M

s

GSWP GS-COLA Aerodynamic 6 NCEP, GPCC, GPCP P ,T ,W ,Q,R, SP Dirmeyer et al. (2006)
GS-NOAH Penman-Monteith 4 (CRU for spin-up) P ,T ,W ,Q,R, SP
GS-NSIPP Aerodynamic 3 P ,T ,W ,Q,R, SP
GS-VISA Aerodynamic 10 P ,T ,W ,Q,R, SP
GS-ISBA Aerodynamic 3 P ,T ,W ,Q,R, SP
GS-BUCKET Aerodynamic 1 P ,T ,W ,Q,R, SP
GS-CLMTOP Aerodynamic 10 P ,T ,W ,Q,R, SP
GS-HY-SSIB Aerodynamic 3 P ,T ,W ,Q,R, SP
GS-LAD Aerodynamic 1 P ,T ,W ,Q,R, SP
GS-MOSAIC Penman-Monteith 3 P ,T ,W ,Q,R, SP
GS-MOSES2 Penman-Monteith 4 P ,T ,W ,Q,R, SP
GS-SIBUC Aerodynamic 3 P ,T ,W ,Q,R, SP
GS-SWAP Penman-Monteith 2 P ,T ,W ,Q,R, SP

WaterMIP WM-GWAVA* Penman-Monteith multi WATCH P ,T ,W ,Q,R, SP Haddeland et al. (2011)
WM-H08 Aerodynamic 1 (Weedon et al., 2011) P ,T ,W ,Q,R, SP
WM-HTESSEL Penman-Monteith 4 P ,T ,W ,Q,R, SP
WM-JULES Penman-Monteith 4 P ,T ,W ,Q,R, SP
WM-LPJmL* Priestley-Taylor 2 P ,T ,R
WM-MacPDM* Penman-Monteith multi P ,T ,W ,Q,R
WM-MATSIRO Aerodynamic 5 P ,T ,W ,Q,R, SP
WM-MPI* Thornthwaite 1 P,T
WM-Orchidee Aerodynamic 11 P ,T ,W ,Q,R, SP
WM-VIC Penman-Monteith 2 P ,T ,W ,Q,R, SP
WM-WaterGAP* Priestley-Taylor multi P ,T ,R

∗ Referred to as UCB in Mueller et al. (2011a).
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Table 2. Continued.

Group Name ET 89- No. soil Precipitation Atmosph. for- Reference
scheme/ 05 layers forcing datasets cing variables
LSS for reanalyses

ORCH EI-ORCH Aerodynamic × 2 ERA-Interim P ,T ,W ,Q,R, SP Krinner et al. (2005)
CRU-ORCH Aerodynamic × 11 CRU, NCEP P ,T ,W ,Q,R, SP

VIC VIC Penman-Monteith × 2 obs. and NCEP P ,T ,W ,Q,R, SP Sheffield and Wood (2007)

NOAH-PF GL-NOAHPF Penman-Monteith × 4 Sheffield et al. (2006) P ,T ,W ,Q,R, SP

MERRA- M-LAND Penman-Monteith × na Replay of MERRA- P ,T ,W ,Q,R, SP Reichle et al. (2011)
LAND reanalysis

R
ea

na
ly

se
s ERAINT TESSEL × na Dee et al. (2011)

(ERA-Interim)
CFSR (CFSR-NCEP) NOAH × na Saha et al. (2010)
JRA (JRA-25) SiB × na Onogi et al. (2007)
MERRA GEOS-5 Catch- × na Bosilovich (2008)

ment LSM
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Table 3. Slope of trends for the two time periods 1989–1997 and 1998–2005 of the merged
(all) product and the single datasets. The slopes are estimated with the Theil-Sen estimator,
which is robust against outliers. Significant values (non parametric Mann-Kendal two-sided test
at 90 %-level) are printed in italic font.

Dataset Trend 1989–1997 Trend 1998–2005
mm yr−2 mm yr−2

Merged (all) 1.15 −1.40
AWB −2.12 0.95
PRUNI 0.76 4.37
MPIBGC 0.39 0.06
CSIRO 1.78 −1.41
GLEAM 1.69 −2.96
VIC −0.10 −0.26
EI-ORCH 0.82 −1.28
CRU-ORCH −0.19 −1.27
GL-NOAHPF 0.75 −1.30
M-LAND −0.18 −2.33
ERAINT 1.75 −2.98
MERRA 3.41 −0.45
JRA −0.11 −4.07
CFSR 2.40 −0.78
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Table 4. Mean ET of merged synthesis products 1989–2005 (long), 1989–1995 (short), mean
precipitation 1989–2005 (average of CRU, GPCC, GPCP and CPC) and ET and precipitation
trends 1998–2005 in climate regions. Slope of trends (Theil-Sen) and significance (italic font,
Mann-Kendal) estimated as for Table 3.

Climate region Abbre- Area Mean ET Mean ET Mean precip ET trend Mean preci-
viation synthesis synthesis CRU,GPCC, 1998–2005 pitation trend

long short GPCP,CPC [km3 yr−2] 1998–2005
[103 km2] [mm d−1] [mm d−1] [mm d−1] [km3 yr−2]

Equatorial fully humid Af 5914 3.34 3.23 6.78 −2.6 −0.1
Equatorial monsoonal Am 4822 3.16 3.02 5.55 −1.6 −2.4
Equatorial winter dry Aw 16 687 2.52 2.49 3.47 −9.0 −4.6
Equatorial summer dry As 745 2.05 2.09 2.77 0.0 1.0
Arid desert BW north 19 247 0.27 0.27 0.29 1.9 5.9
Arid desert BW south 4766 0.60 0.61 0.69 −4.1 −5.8
Arid steppe BS north 9993 0.91 0.99 1.03 3.4 2.2
Arid steppe BS south 6455 1.24 1.25 1.44 −6.5 −6.9
Warm temp. summer dry Cs 3901 1.22 1.24 1.62 0.4 1.3
Warm temp. winter dry Cw 5802 2.03 1.97 2.95 −0.7 −2.8
Warm temp. fully humid Cf 11 533 1.87 2.03 3.11 −0.8 −8.0
Snow summer dry Ds 1060 0.87 0.84 1.15 0.2 0.7
Snow winter dry Dw 4777 1.05 1.08 1.33 0.5 3.7
Snow fully humid Df 26 207 0.97 0.95 1.49 0.3 3.7
Polar E 9012 0.46 0.42 1.05 −0.4 4.9

Global land 130 922 1.35 1.35 2.07 −18.9 −7.2
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Fig. 1. Global mean ET of merged synthesis products based on all datasets, only the diagnostic,
only LSMs and only reanalyses. The medians and interquartile ranges for the short (1989–
1995) and long (1989–2005) merged products are shown.
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Fig. 2. Variation of global mean ET of merged synthesis products (based on all datasets). The
median for both short (1989–1995) and long (1989–2005) products as well as the interquartile
range and the standard deviation (median ±1 standard deviation) of the long product are shown.
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Fig. 3. Anomaly timeseries (1989–2005) of the four merged synthesis benchmark products
(top left) and the individual diagnostic datasets (top right), LSMs (bottom left) and reanalyses
(bottom right) that contribute to the long merged synthesis product.
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Af Am Aw As BWBS Cs Cw Cf Cs  Dw Df  E

Af   Equatorial fully humid
Am  Equatorial monsoonal
Aw  Equatorial winter dry
As   Equatorial summer dry
BW Arid desert
BS  Arid steppe
Cs  Warm temperate summer dry
CW Warm temperate winter dry
Cf   Warm temperate fully humid
Ds  Snow summer dry
Dw Snow winter dry
Df   Snow fully humid
E    Polar

Fig. 4. Climate regions (Koeppen–Geiger classification).
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Fig. 5. Scatter plot of ET (in mm day−1) from each dataset that is included in the short merged
product (1989–1995) versus precipitation from the corresponding forcing dataset. If no precip-
itation data is used for the derivation of ET, the average of CRU, GPCP, CPC and GPCC has
been used instead (see Table 2). The merged synthesis product’s median is indicated with
a full line, the IQR with dash-dotted lines. The precipitation value indicated is the average of all
datasets.
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Fig. A1. Timeseries 1989–2005 of LSMs. In addition to the LSMs that contribute to the long
merged synthesis product, GLDAS-I simulations from the models CLM, MOSAIC and NOAH
are shown.
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Fig. A2. Number of datasets available before applying the constraints at each pixel. For the
number of datasets included in the final merged synthesis product (after constraints) at each
month, see movie in Supplement online information.
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Fig. A3. Scatter plot for all different climate regions of ET (in mm day−1) from each dataset that
is included in the short merged products (1989–1995) as well as the GSWP sensitivity runs
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Evidence of the dependence of groundwater
resources on extreme rainfall in East Africa
Richard G. Taylor1*, Martin C. Todd2, Lister Kongola3, Louise Maurice4, Emmanuel Nahozya3,
Hosea Sanga3 and Alan M. MacDonald4

Groundwater recharge sustains the groundwater resources
on which there is global dependence for drinking water and
irrigated agriculture1. For many communities, groundwater is
the only perennial source of water. Here, we present a newly
compiled 55-year record of groundwater-level observations in
an aquifer of central Tanzania that reveals the highly episodic
occurrence of recharge resulting from anomalously intense
seasonal rainfall. Episodic recharge interrupts multiannual re-
cessions in groundwater levels, maintaining the water security
of the groundwater-dependent communities in this region.
This long-term record of groundwater storage changes in the
semi-arid tropics demonstrates a nonlinear relationship be-
tween rainfall and recharge wherein intense seasonal rainfall
associated with the El Niño Southern Oscillation and the In-
dian Ocean Dipole mode of climate variability2,3 contributes
disproportionately to recharge. Analysis of the Intergovern-
mental Panel on Climate Change AR4 and AR5 multi-model
ensembles for the twenty-first century indicates that projected
increases in extrememonthly rainfall, responsible for observed
recharge, are of much greater magnitude than changes to
mean rainfall. Increased use of groundwater may therefore
prove a potentially viable adaptation to enhanced variability in
surface-water resources and soil moisture resulting from cli-
mate change4–7. Uncertainty in the projected behaviour of the
El Niño Southern Oscillation and associated teleconnections
remains, however, high8.

Groundwater is the world’s largest accessible store of fresh water
and supplies 36% of the world’s drinking water and ∼42% of the
water used for irrigation1. Groundwater is the only reliable source
of fresh water in many semi-arid and arid regions where surface
waters are seasonally or perennially absent9. The long-term viability
of groundwater resources as well as the ecosystems and livelihoods
that they sustain, depends on replenishment of groundwater by
recharge. Over the past 50 years, groundwater depletion has been
estimated and observed in several aquifers throughout the tropics
and sub-tropics10–13. Such depletion not only threatens ecosystem
function and the livelihoods of groundwater-dependent commu-
nities in some of the world’s poorest regions but is also estimated
to contribute to sea-level rise12,13. A conceptual understanding of
the relationship between rainfall and recharge is fundamental to
the development of robust estimates and projections of not only
groundwater recharge and depletion but of all components of the
terrestrial water balance under changing climates and increasing
freshwater demand.

Recharge results from effective precipitation (that is, precip-
itation minus losses from evapotranspiration) infiltrating the

1Department of Geography, University College London, Gower Street, London WC1E 6BT, UK, 2Department of Geography, University of Sussex, Brighton
BN1 9QS, UK, 3Ministry of Water and Irrigation, PO Box 9153, Dar es Salaam, Tanzania, 4British Geological Survey, West Mains Road, Edinburgh EH9 3LA,
UK. *e-mail: richard.taylor@ucl.ac.uk.

subsurface where hydraulic gradients are downward. Diffuse
groundwater recharge occurs directly through the soil matrix in
saturated soils and through soil macropores and fractures that
bypass the soil matrix. Focused groundwater recharge takes place
indirectly by way of leakage from runoff and surface-water sources
including ephemeral streams and is often a critical source of
recharge in semi-arid environments14–16. Themagnitude of effective
precipitation is highly sensitive to changes in precipitation and
evapotranspiration, particularly in semi-arid environments where
differences between these fluxes are small16,17. Soil-moisture balance
modelling studies in the tropics18–20 suggest a nonlinear relationship
between rainfall and recharge in which recharge is biased to heavy
rainfall events (>10mmd−1) that temporarily exceed high rates
of prevailing evapotranspiration. A key uncertainty is whether soil
infiltration capacities are able to transmit, in practice, modelled
increases in recharge generated by heavy rainfall. Indeed, the
relationship between precipitation and groundwater recharge
remains poorly resolved in many regions owing to a lack of
long-term observational data.

Here we present empirical evidence of the relationship between
rainfall and groundwater recharge in semi-arid tropical East Africa
from a recently compiled near-continuous, 55-year (1955–2010)
record of coincidental, in situ groundwater-level observations (vari-
able time step with gaps) and monthly rainfall (Fig. 1a,b). Observa-
tions derive from the Makutapora Wellfield (35◦ 45′ E, 5◦ 55′ S) in
central Tanzania where groundwater is abstracted from an aquifer
comprising deeply weathered granite overlain by alluvium. This
unique time series, the longest observed record yet published for any
location in the tropics, reveals the highly episodic nature of recharge
events indicated by positive deflections in groundwater levels that
result from anomalously intense rainfall during the austral summer
monsoon (November–April). These recharge events interrupt mul-
tiannual recessions in groundwater levels. Rates of groundwater-
level decline have increased substantially from ∼0.5m yr−1 (1955–
1979) to ∼1.7m yr−1 since 1990. This change is a response to
pronounced increases inmonthly groundwater abstraction from0.1
to 0.9 million m3 to supply potable water to the national capital,
Dodoma (Fig. 1c). Intensive groundwater abstraction is sustained
by natural, inter-annual groundwater storage that is replenished on
a decadal timescale by episodic recharge.

The observed relationship between seasonal rainfall and ground-
water recharge is nonlinear (Fig. 2a) as recharge is largely restricted
to anomalously intense seasonal rainfall. The cumulative recharge
distribution (Fig. 2b) shows that the top 7 (11) seasons of rainfall
account for 60% (75%) of the total recharge observed over 55 years
from 1955 to 2010; remaining recharge is confined to seasons that
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Figure 1 | 55-year observational record of groundwater levels, rainfall and groundwater abstraction from central Tanzania. a–c, Time series of
groundwater-level observations from 6 monitoring wells (a), monthly rainfall (b) and monthly groundwater abstraction (c) at the Makutapora Wellfield
from 1955 to 2010. The vertical solid arrows in a denote the seven greatest recharge events considered in the composite analyses. Monthly rainfall data for
2010 are missing in b. Records of monthly abstraction in c are unavailable for September 1993 and from May 1994 to September 1995 mamsl, metres
above mean sea level.

feature individualmonths of statistically extreme (>95th percentile)
rainfall (Fig. 2a). For nearly two-thirds of the 55-year record,
no recharge is observed. Indeed, the Makutapora record suggests
that unless monthly rainfall exceeds 200mm (>95th percentile)
or seasonal rainfall is greater than 670mm (third quartile), lit-
tle or no recharge occurs. These observed thresholds reflect the
requirement of intense rainfall to overcome the high rates of
potential evapotranspiration that prevail in the tropics, estimated
locally to be 160mmmonth−1 during the monsoon season, to
generate recharge. Recharge pathways to the Makutapora Wellfield
are both diffuse, through surficial sediments within the wellfield
depression, and focused by way of ephemeral streams flowing over
the coarse-grained soils within alluvial fans at the margins of the
depression21 (see Supplementary Information).

We examine anomalously intense seasonal rainfall that generates
recharge in central Tanzania in terms of the wider regional and
global climate system. Composite analysis of regional-scale rainfall
anomalies associated with the seven largest episodic groundwater
recharge events indicates a marked north–south dipole pattern of
precipitation over tropical southeast Africa (Fig. 3a) with opposing
positive (negative) precipitation anomalies north (south) of∼10◦ S.
This dipole pattern is congruent with the most important structure
of rainfall variability across southeast Africa as defined by the

leading empirical orthogonal function (EOF) of monsoon season
rainfall2 (see Supplementary Information). The leading EOF is itself
strongly correlated with tropical sea-surface temperature anomalies
(SSTAs) indicative of both the Indian Ocean Dipole (IOD) and
the El Niño Southern Oscillation (ENSO), the dominant modes
of coupled ocean–atmosphere interaction in the tropical global
and Indian oceans, respectively2. Figure 3b clearly shows the close
association among the time series of the leading EOF, ENSO and
groundwater recharge events. Of the seven largest recharge events,
all but one are in the top eight events of the EOF time series and
five coincide with El Niño events. The other groundwater recharge
event (1959–1960) is associated with locally high rainfall (Fig. 1b)
that does not have a strong regional expression.

The complex interaction of ENSO teleconnections and IOD
variability is known to be the key driver of climate variability over
southeast Africa2,3. Major ENSO warm (El Niño) events and the
positive phase of the IOD lead to wet extremes in the East African
sector and our study region. The most striking example is that
the greatest recharge event (521mm) observed in the Makutapora
record (Fig. 1a) resulted from the heaviest season of monsoonal
rainfall (1997–1998) recorded. This event is associated not only
with the strongest ENSO warm event of the past century but also
a positive IOD event22. From the above analysis, we conclude
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Figure 2 |Analysis of the relationship between groundwater recharge and rainfall. a, Cross plot of observed recharge from groundwater-level fluctuations
versus rainy season (November to April) rainfall. b, Cumulative contribution of annual recharge to the total recharge received at the Makutapora Wellfield
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indicates the median (50th percentile), and the dashed line indicates the third quartile (75th percentile) rainy season rainfall.

that the infrequent and episodic groundwater recharge events at
Makutapora are primarily driven by regional-scale extreme pre-
cipitation anomalies associated with major events of the dominant
modes of tropical climate variability in the region. Some of the
more minor recharge events are associated with more localized
rainfall anomalies (see Supplementary Information). It is unclear
at present whether climate change will strengthen or weaken the
influence of ENSO on East African rainfall8. An increase in the
probability of positive IODmodes associatedwith heavymonsoonal
rainfall in East Africa has recently been suggested as a response to
anthropogenic warming from a review of AR4models23. At present,
the complex interactions of ENSO and IOD and their teleconnec-
tions preclude, however, firm conclusions on the impact of global
warming on ENSOand IODmodes of variability and their influence
on heavy rainfall in central Tanzania. This uncertainty represents a
key question to be investigated using newoutput fromAR5models.

A robust signal of projected global warming is an increase in the
intensity of heavy rainfall events. This intensification is expected
to be especially pronounced in tropical wet seasons as a result of
the ∼6.5%K−1 increase in atmospheric humidity defined by the
Clausius–Clapeyron relation and the sensitivity of tropical convec-
tive rainfall to total moisture content4,5,23, verified by observational
studies6. Analysis of general circulation model (GCM) projections
for the twenty-first century over the region surrounding the study
site (Fig. 4) suggests an increase in mean precipitation over the
study region, associated with projected increases over equatorial
East Africa more widely (see Supplementary Information). This
result is similar in the analysis of GCMs contributing to the
Intergovernmental Panel on Climate Change AR4 and forthcoming
AR5 (+9.7 and+5.2mmd−1 by the end of the twenty-first century,
respectively), although the uncertainty is higher in the latter case,
reflecting some important regional differences (see Supplementary
Information). At the broader scale, this is part of a wider quasi-
global rich-get-richer pattern in which regions of moisture conver-
gence (divergence) are expected to experience increased (decreased)
precipitation6, consistent between the AR4 and AR5 models. How-
ever, of particular importance to this study is that projected changes
to extrememonthly rainfall driving groundwater recharge observed
in the Makutapora record are of much greater magnitude (+22.5
and +25.4mmmonth−1 for AR4 and AR5 GCMs, respectively)

than changes projected for mean monthly rainfall. These changes
in the higher moments of the rainfall distribution are an important
dimension to non-stationarity in future climate and, as shown here,
have important implications for groundwater processes.

Anomalously intense seasonal and monthly rainfall has been
associated with negative socio-economic consequences3 that in-
clude the loss of crops and livestock, and the destruction of
homes, yet the Makutapora record shows that these episodic events
sustain groundwater resources on which there is often complete
dependence for freshwater in tropical semi-arid environments.
The observed dependence of episodic groundwater recharge on
intense rainfall is consistent with evidence from semi-arid areas of
Australia24, southwestern USA14 and West Africa15. The projected
shift towards more intensive monthly rainfall favouring groundwa-
ter recharge suggests that greater use of groundwater may form a
viable adaptation to increased variability in surface-water resources
and soil moisture resulting from climate change. In light of the
observed dependence of groundwater recharge on ENSO and IOD,
the limited ability of GCMs to represent these modes of climate
variability and their teleconnections remains a key impediment to
understanding climate-change impacts on freshwater supplies in
East Africa and regional climate change scenariosmorewidely.

Methods
The near-continuous time series of groundwater-level measurements drawn
from 6 monitoring wells over a variable time step (daily to monthly) and
monthly pumping volumes from the Makutapora Wellfield was constructed from
observations collected by the Ministry of Water and Irrigation (Tanzania) and
the Dodoma Urban Water Supply and Sanitation Authority. Data were assembled
from computer files, hardcopy plots and notebooks stored in Wamaruvu Basin
Office. Monthly rainfall at the Makutapora Wellfield (35◦ 45′ E, 5◦ 55′ S) was
monitored by the Tanzanian Meteorological Agency; daily records are unavailable.
Groundwater recharge (q) was estimated from changes in groundwater levels (∂h)
through time (∂t ) assuming that changes in groundwater storage are controlled
by the balance of recharge and net groundwater drainage (D) from a monitoring
well where the specific yield (Sy ) is the storage coefficient through the equation25:
q= Sy (∂h/∂t )+D. The Makutapora Wellfield resides within a large, local
depression wherein recharge occurs both directly, through the direct infiltration
of rainfall, and indirectly, through ephemeral streams (see Supplementary
Information).D occurs both as a result of intensive groundwater abstraction for the
city of Dodoma (Fig. 1c) and natural discharges.Dwas estimated from recessionary
trends in groundwater levels during extended periods of absent recharge (q= 0).
Sy was estimated from the statistically significant (r2 = 0.94, p= 0.001) correlation
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that was observed (see Supplementary Information) between cumulative wellfield
abstraction (−Q) and groundwater-level recession (−δh/δt ) within the wellfield
(A= 59 km2) wherein Sy = (∂t/−∂h)(−Q/A). This relationship assumes that
groundwater is drawn from pore storage evenly from multiple boreholes over the
wellfield area. The derived value of Sy (0.064±0.004) applies to groundwater-level
fluctuations over a depth interval (1,046–1,058m above mean sea level) comprising
in situ weathered granite26 and is consistent with that recently estimated from
tracing experiments in weathered crystalline rock in Uganda27. Estimates of
recharge during two gaps in the Makutapora record (1960–1965, 1980–1984)
were imputed empirically from the statistically significant (R2 = 0.82, p< 10−4)
relationship between heavy (>580mm) seasonal rainfall and observed recharge;
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Figure 4 | Projected changes in mean and extreme monthly rainfall in
central Tanzania. a,b, Projected changes in precipitation over the period
2070–2099 relative to 1961–1990 for a 10◦ box centred on the Makutapora
Wellfield in central, semi-arid Tanzania from multi-model ensembles of
CMIP3 (AR4) under the A1B emissions scenario (23 GCMs) (a) and CMIP5
(AR5) under the RCP8.5 scenario (21 GCMs) (b). Box plots are of changes
in monthly precipitation for each model in the MME. Dots indicate
individual models within the MME sample, boxes show the inter-quartile
range and median and circles show the mean of the MME sample.

aggregate values imputed for each period were validated against the observed gap in
the record (∂h/∂t ) and estimatedD (see Supplementary Information).

Analysis of historical climate over the wider region employed: gridded
monthly precipitation at 0.5◦ resolution from the GPCC product version 5 from
1955 to 2009 (ref. 28); and gridded global SSTAs on a 1.0◦ global grid from the
Hadley Centre Sea Ice and Sea Surface Temperature data set29. In both cases
our results are insensitive to the choice of other available observed gridded data
products (see Supplementary Information). We apply the following statistical
analyses: composite analysis of gridded rainfall (Fig. 3a) and SSTA fields (see
Supplementary Information) based on sample years of major groundwater
recharge events; and EOF analysis of monthly rainfall over the region to determine
objectively the spacetime structures of rainfall variability (see Supplementary
Information). Climate-change projections were obtained from the multi-model
ensemble (MME) compiled under the third (CMIP3) and fifth (CMIP5) Coupled
Model Intercomparison Projects contributing to the Intergovernmental Panel
on Climate Change fourth and (forthcoming) fifth Assessment Reports, AR4
and AR5, respectively. In total, the MME contained data from 23 GCMs for the
CMIP3 data and 21 GCMs for the so far incomplete CMIP5 archive, of which 8
are Earth System Models (see Supplementary Information). We use data from a
single greenhouse-gas emission scenario (Special Report on Emissions Scenario
A1B) from the CMIP3 collection, and two emission Representative Concentration
Pathway scenarios from the CMIP5 collection (RCP4.5 and RCP8.5). Changes in
climate were calculated over a 10◦ box centred on the study site for three future
epochs representing the early (2021–2050), mid (2035–2065) and late (2070–2099)
twenty-first century. Here, we present only results from analysis of the RCP8.5
scenario, as this is the trajectory closest to recent greenhouse-gas emissions, and
for the late twenty-first century alone (Fig. 4). The basic structure, if not the
magnitude, of the projected changes to the mean and the 90th percentiles of
monthly rainfall is essentially insensitive to both the epoch and the choice of RCP
(see Supplementary Information).
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Abstract
About 40 million tons of dust are transported annually from the Sahara to the Amazon basin.
Saharan dust has been proposed to be the main mineral source that fertilizes the Amazon basin,
generating a dependence of the health and productivity of the rain forest on dust supply from the
Sahara. Here we show that about half of the annual dust supply to the Amazon basin is emitted
from a single source: the Bodélé depression located northeast of Lake Chad, approximately
0.5% of the size of the Amazon or 0.2% of the Sahara. Placed in a narrow path between two
mountain chains that direct and accelerate the surface winds over the depression, the Bodélé
emits dust on 40% of the winter days, averaging more than 0.7 million tons of dust per day.

Keywords: Sahara, Amazon, dust, aerosols, rainforest, fertilization

M This article features online multimedia enhancements

1. Introduction

Satellite observations show continuous dust transport across
5000 km from the Saharan sources to the Caribbean Sea and
North America in the Northern summer and to the Amazon
basin during the Northern winter [1, 2]. Due to the annual
cycle in winds over the Sahara, the winter Saharan dust
sources are different from the summer sources [3]. In the
summer, dust fluxes reaching the Tropical Atlantic shore
originate mainly from the northwest and central-west parts
of the Sahara. During winter, strong surface winds (the
Harmattan winds) occur along the southern border of the
Sahara, activating sources on the border of the Sahel, notably
the Bodélé depression in Northern Chad.

Analysis of satellite data [4] shows that out of the 240 ±
80 Tg (1 Tg = 1012 g = one million tons) of dust transported

annually from Africa to the Atlantic ocean, 140 Tg are
transported in the summer and 100 Tg in the winter. A total of
140 ± 40 Tg is deposited in the Atlantic ocean and 50 ± 15 Tg
reach and fertilize the Amazon basin. This is four times an
older estimate, explaining a paradox regarding the source of
nutrients to the Amazon forest. Swap et al suggested [5] that
while the source for minerals and nutrients in the Amazon is
the dust from Africa, it was estimated that only 13 Tg of dust
per year actually arrive in the Amazon. However, they pointed
out that 50 Tg are needed to balance the Amazon nutrient
budget.

Here we show a remarkable arrangement in nature in
which the mineral dust arriving at the Amazon [6, 7] basin
from the Sahara actually originates from a single source of
only ∼0.5% of the size of the Amazon or ∼0.2% of the
Sahara: the Bodélé depression. Located northeast of Lake
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Figure 1. The surface wind focusing toward the Bodélé. Right: 3D topography of the Sahara; left: a rare shuttle image of emission from the
Bodélé between the Tibesti and the Ennedi mountains (the projection of the shuttle image is marked in black on the map and the viewing
direction is towards the southwest). The most significant pass between the northeast of the Sahara and the southwest is the one between the
Tibesti and the Ennedi mountains. The structure of the mountains creates a caldera shape that guides and accelerates the surface winds from
the northeast through the narrow pass located at the southwest. The Bodélé is located downwind directly after the pass. Several wind tunnels
can be seen on the shuttle image starting as far north as 1000 km from the pass and focusing towards it, activating the Bodélé downwind from
the passage (marked as white lines in the topographic map). A heavy dust storm leaving the Bodélé towards the Sahel is can be seen in the
distance. The white dust emitted from the Bodélé is shown in the middle of the narrow path between the Tibesti (the black mountains on the
right) and the Ennedi (left) approaching Lake Chad (see on the right near the horizon). The focusing effect can be seen as the distance
between the wind tunnels become smaller near the Tibesti–Ennedi narrow path.

Chad (17◦N, 18◦E) near the northern border of the Sahel, it is
known to be the most vigorous source for dust over the entire
globe [3, 8]. Unlike most of the large sources in the Sahara that
emit mainly during the summer months, the Bodélé depression
emission pattern reaches its peak during the winter months.
This depression is a unique dust source due to its location at
a bottle neck of two large magmatic formations that serves as
a ‘wind lens’, guiding and focusing the surface winds to the
Bodélé.

The Tibesti mountains to the north and the Ennedi
mountains southeast of the Bodélé form a large (more than
44 300 km2) caldera-like valley [9]. Downwind, on the
southwest corner, the caldera forms a cone with a narrow pass
that accelerates the surface winds towards the Bodélé, which is
located in a depression along the pass (see figure 1 right). A
unique low level wind jet (LLJ) forms over the Bodélé [10, 11],
and the maximum dust production occurs in the winter when
the LLJ is strongest.

During the winter, the near surface winds are consistently
northeasterly, making the Tibesti–Ennedi structure very
efficient in focusing and guiding the winds over the Bodélé
with an average of more than two days per week of winds
stronger than 12 m s−1 [9, 11]. The surface winds over the
Bodélé have a pronounced diurnal pattern, reaching the critical
velocity for dust emission in the early morning and weakening
toward the evening [12]. Therefore a clear ‘dust parcel’ forms,
travelling away from the Bodélé, shown as an area covered by
heavy dust with clear borders. This parcel can be detected
by satellites on the day following the emission (figure 3: see
the parcel in the right satellite image) and sometimes can be
followed up to 3–4 days downwind, southwestward towards
the Atlantic. In the same season, the Sahel biomass burning
reaches its peak [13]. Therefore, the dust from the Bodélé may

mix with the smoke, making retrievals of the dust properties
over the Sahel much more difficult. Actual transport of a dust
parcel from the Bodélé to the Atlantic ocean can be seen on an
ozone monitoring instrument (OMI) [14] movie (available at
stacks.iop.org/ERL/1/014005).

The rate of emission from the Bodélé depression has not
been measured yet from space or otherwise, due to its remote,
isolated location and difficulties in analysis of traditional
satellite data of dust over the bright desert. Here we take
advantage of recent advancement in satellite instrumentation
to produce the first quantitative estimate of the amount of dust
emitted from the Bodélé and transported across the Atlantic
ocean to the Amazon. The analysis of emission combines
data from two satellite instruments: MODIS (moderate-
resolution imaging spectroradiometer), which provides daily
observations of dust emitting days and dust parcel area but
no quantitative estimates of dust concentration over the bright
desert; and MISR (multi-angle imaging spectroradiometer),
which provides estimates of the average dust optical depth of
the parcel that in turn is used to derive the dust column mass
but has only a nine-day revisit frequency.

2. Methods and results

The analysis over land is aimed at estimating the contribution
of the Bodélé to the total dust flux reaching the African
coast, followed by detailed analysis of dust fluxes reaching
the Amazon coast, over the Atlantic ocean. Data from the
MODIS blue channel (0.47 μm), with 1 km resolution, are
used for detecting the area of the dust parcel emitted from
the Bodélé. By using information from two satellites carrying
the instrument, observing the same spot on ground 3 h apart
(Terra ∼ 10:30 AM, Aqua 1:30 PM), we observed the patterns
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of the dust activity. The dust (wind) speed and direction are
calculated from the difference in the location of the dust front
in the two satellites [9]. Then the emission starting time is
estimated from the wind speed, the location of the source
and the location of the dust front, and the duration of the
emission is extracted from the wind velocity and the length
of the dust parcel along the wind direction. Similarly, these
properties can be calculated when using the location of the dust
parcel from satellite images of the day after the emission. The
optical parameters of the dust plume are derived from MISR
data [15]. Each MISR pixel is measured from nine different
angles, enabling the use of the directional variability of the
dust in order to retrieve optical parameters over bright surfaces.
The dust flux was calculated by converting the MISR optical
thickness into dust mass [4] and integrating it over the entire
parcel.

Dust emission starts with saltation and blasting of the
surface crust by larger particles that release and lift the finer
dust particles [16]. The large particles sink relatively quickly
and are not transported to large distances from the source.
The aerosol optical depth near the Bodélé may contain a
contribution from the large particles. Therefore, to estimate the
amount of fine dust that can be transported over large distances
we focus on the day following the emission, where the average
dust parcel is more than 1200 km away from the source.

The mass column concentration for Saharan dust M is
estimated from the dust optical depth τd using the following
ratio:

M

τd
= 2.7 g m−2, (1)

as estimated in several field experiments combined with
Aeronet measurements and models [17–21]. The mass flux of
a particular event over land is the product of the average mass
column concentration (calculated from the average dust optical
thickness) and the parcel area.

The analysis of the MODIS and MISR satellite data
over the desert was complemented with calculations of the
dust flux over the Atlantic ocean. To do so, we separated
the satellite measurements of aerosol optical depth into dust,
marine aerosol and smoke. The amount of marine aerosol is
estimated using the NCEP surface winds [22]. Dust and smoke
are separated by estimating the contribution of the fine particles
to the optical depth derived from MODIS. The flux of dust
transported from Africa to Brazil is then calculated by applying
the westward NCEP winds to the dust concentration, and the
longitudinal length between 20◦S and 10◦N of the segment
through which the flux is being computed near the African and
the Brazilian coasts (the method and results are described in
detail in [4]).

All dust outbreaks over the Saharan Atlantic zone from
October 2003 to October 2004 were analysed in this study.
Figure 2 (blue line) shows the accumulated distribution of days
that the Bodélé emitted dust form October 2003 to October
2004 defined from MODIS data. Dust emission was highest
during the winter time and occurred on 50% of the days during
late winter and spring (February–April). The average duration
of each event is about four days. The emission decreased
sharply in May–June and occurred on less than 20% of the days
during July–September.

Figure 2. Dust emission from the Bodélé. The blue line shows a
cumulative histogram of the Bodélé emission days between October
2003 to October 2004 and the red line is the corresponding
cumulative histogram of the estimated dust mass emitted from the
Bodélé. This analysis indicates that more than 60 Tg of dust were
emitted during this year.

The average measured wind near the source derived from
the Aqua–Terra difference for 40 cases is 13.2 ± 1 m s−1

with azimuth direction of 250◦ ± 6◦, in line with previous
measurements [7]. Moreover, during the winter–spring period
the wind of the one-day-old dust parcel has a similar average
wind speed of 13.0 ± 1.5 m s−1 and direction of 247◦ ± 9◦.
The average daily duration of emission is 8 ± 2 h, starting at
5 am ± 2 h. The average length of the dust package is L =
370 ± 100 km, and the average width is W = 700 ± 300 km.

Based on 21 cases of MISR analysis, the one-day-old
dust parcel has an average optical depth of 1.1 ± 0.4 (with
standard error of 0.1), and neutral spectral reflection of sunlight
(Angstrom exponent of 0.2), indicating that the aerosol is
pure dust [23]. The error estimate includes the error due
to averaging for the entire parcel and the error of the dust
retrieval [24]. The total mass of dust emitted from the Bodélé
and observed by MODIS on the next day parcel is calculated
as the product of the average MISR aerosol optical depth
and the average parcel area covered by the dust, yielding
Mtot = 2.7 τdu A, where A is the averaged parcel area, Mtot =
0.77 ± 0.1 Tg/day. The accumulation of emitted dust mass
from October 2003 to October 2004 is plotted in red in figure 2.

The analysis of the satellite data shows that during the
winter–spring time of 2003–2004 more than 58 ± 8 Tg of
dust were emitted from the Bodélé, as measured 1300 km
downwind from the source. At this distance the dust parcel is
mostly free of the large particles that were removed earlier by
gravitational settling. The estimates of dust flux emitted from
the Bodélé depression are compared here to the dust fluxes
across the Atlantic ocean to the Amazon [4]. In figure 3, we
show the results of calculation for average of two years (2003–
2004) of emissions and two cross section of the Atlantic ocean,
one next to the African coast (brown frame) and one next to the
South American coast (yellow frame). Out of 80±8 Tg of dust
transported to the ocean from Africa (between 20◦S and 10◦N),
40 ± 13 Tg arrive at South America. If we assume that the
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Figure 3. Dust production and transport across the Atlantic ocean from the Bodélé depression northeast of Lake Chad (17◦N, 18◦E) to the
Amazon basin. Main image: distribution of the average aerosol optical depth as a measure for the column aerosol concentration derived from
MODIS data for January 2003–March 2003 (http://g0dup05u.ecs.nasa.gov/OPS/Giovanni/). The upper right MODIS true colour image shows
a huge dust plume leaving the Bodélé depression in the top right corner. The dust parcel emitted on the previous day, 1300 km downwind
from the Bodélé, is shown closer to the ocean. The parcel is marked with an arrow connecting to the parcels optical depth measured by the
MISR instrument (upper left). High dust concentrations follow all the way to the Amazon, with cross section profiles of dust western transport
flux shown as a function of latitude (averaged for 5◦ of latitude and longitude) centred at 17◦W and 37◦W.

deposition rates over West Africa are similar to those over the
Atlantic ocean we find that out of the 58±8 Tg of dust emitted
from the Bodélé depression, about 45 ± 6 Tg are loaded on the
westward trade winds to be transported across the ocean. This
amounts to 56% of the total annual burden, all coming from a
single source.

3. Discussion

Using satellite data and reanalysis wind fields we have
identified a remarkable connection between the Amazon forest
and a single dust source in the Sahara: the Bodélé depression
and its wind regime. A unique combination of global wind
pattern and topography forms a vigorous dust source that emits
an average of more than 0.7 Tg of dust per emission day and is
active mostly during the winter–spring, which is different from
most other Saharan dust sources. We estimate that between
November and March, the Bodélé depression sends more than
half of the dust that is deposited annually in the Amazon
forest. Our direct measurements are consistent with a recent
modelling study showing that the Bodélé is responsible for
>40% of dust optical depth over the Amazon in the winter
season [25].

The soil of the Amazon tropical rainforest is shallow,
poor in nutrients and almost without soluble minerals. Heavy
rains have washed away the nutrients in the soil obtained
from weathered rocks. The rainforest has a short nutrient
cycle, and due to the heavy washout, a stable supply of
minerals is required to keep the delicate nutrient balance [26].
Kimmins [27] showed that any change in the nutrient supply
will convert tropical forests to ‘wet deserts’.

Despite the insight we gained into the role of the Bodélé in
fertilization of the Amazon forest, some key questions remain
open. What is the relationship of the mineralogical content of
the dust to the local surface mineralogy? What is the size of
the reservoir of mineral dust there? And since when has the
Bodélé emitted such a huge amount of dust, and for how long
will it continue to do so?

Such questions, among others, were the motivation for
the BoDEx Field Experiment [28]. An expedition to the
Bodélé during the spring of 2005 aimed at collecting in situ
measurements of the emitted dust, and characterizing the local
meteorology and the surface properties [29]. Answers to these
questions are needed to understand the nature of the emissions
in the past, and the future capability of the Bodélé to fertilize
the Amazon.
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[1] Atmospheric mineral dust has recently become an
important research field in Earth system science because of
its impacts on radiation, clouds, atmospheric dynamics and
chemistry, air quality, and biogeochemical cycles. Studying
and modeling dust emission and transport over the world’s
largest source region, the Sahara, is particularly challenging
because of the complex meteorology and a very sparse obser-
vational network. Recent advances in satellite retrievals
together with ground- and aircraft-based field campaigns
have fostered our understanding of the spatiotemporal vari-
ability of the dust aerosol and its atmospheric drivers. We
now have a more complete picture of the key processes in
the atmosphere associated with dust emission. These cover
a range of scales from (1) synoptic scale cyclones in the
northern sector of the Sahara, harmattan surges and African

easterly waves, through (2) low-level jets and cold pools of
mesoscale convective systems (particularly over the Sahel),
to (3) microscale dust devils and dusty plumes, each with
its own pronounced diurnal and seasonal characteristics. This
paper summarizes recent progress on monitoring and analyz-
ing the dust distribution over the Sahara and discusses impli-
cations for numerical modeling. Among the key challenges
for the future are a better quantification of the relative impor-
tance of single processes and a more realistic representation
of the effects of the smaller-scale meteorological features in
dust models. In particular, moist convection has been recog-
nized as a major limitation to our understanding because of
the inability of satellites to observe dust under clouds and
the difficulties of numerical models to capture convective
organization.

Citation: Knippertz, P., and M. C. Todd (2012), Mineral dust aerosols over the Sahara: Meteorological controls on emission and
transport and implications for modeling, Rev. Geophys., 50, RG1007, doi:10.1029/2011RG000362.

1. INTRODUCTION

[2] Atmospheric aerosols are an important component of
the climate system by virtue of their direct radiative impacts,
indirect effect on cloud properties, the semidirect effect of
these on atmospheric dynamics [Forster et al., 2007], and
finally their role in global terrestrial and oceanic biogeo-
chemical cycles [e.g., Jickells et al., 2005; Mahowald et al.,
2010]. Of the aerosol species, mineral dust is the dominant
type by mass [Textor et al., 2006], yet many processes
associated with atmospheric dust and the associated climate
impacts are poorly understood. Uncertainty in the magnitude
of radiative forcing from dust aerosols remains high, espe-
cially at the regional scale [Uno et al., 2006; Todd et al.,
2008a]. Efforts to quantify these processes and their repre-

sentation in models are at the cutting edge of climate science
and represent one of the major challenges for Earth system
modeling. In addition, dust affects living conditions for
humans through affecting air quality, aviation and road
safety, and human health by fostering respiratory diseases
and meningitis epidemics [Molesworth et al., 2002]. As a
result, there is increasing demand for dust storm forecasts.
[3] The Sahara Desert is by far the most important dust

source globally [Prospero et al., 2002; Washington et al.,
2003], as such there is a critical need to understand aerosol
processes in this region. The Saharan atmosphere is partic-
ularly interesting as it is characterized by extreme features,
notably (1) record high temperatures and the deepest plane-
tary boundary layer (PBL) on Earth reaching up to 5–6 km
above ground [Gamo, 1996]; (2) very high aerosol optical
thickness (AOT) during most of the year (Figure 1); and
(3) the summertime Saharan heat low (SHL), which colo-
cates with aerosol maxima and is pivotal for the West
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African monsoon system [Peyrillé et al., 2007; Biasutti
et al., 2009]. The Sahara is also a key location for tropical-
extratropical interactions [Knippertz, 2007].
[4] Until recently, the climate of the region remained rel-

atively poorly understood, in part because of a lack of
observations. However, there have been a number of impor-
tant recent developments, which have combined to advance
our understanding of the emission and transport of Saharan
dust. Several field studies have provided invaluable observa-
tional data, which illuminate our understanding of dust pro-
cesses. These include the Bodélé Dust Experiment (BoDEx)

in 2005 [Washington et al., 2006; Todd et al., 2007], the
African Monsoon Multidisciplinary Analysis (AMMA) in
2006 [Redelsperger et al., 2006], the Dust and Biomass
Experiment (DABEX) in 2006 [Haywood et al., 2008], Dust
Outflow and Deposition to the Ocean (DODO) in 2006
[McConnell et al., 2008], the Geostationary Earth Radiation
Budget Intercomparison of Longwave and Shortwave
Radiation (GERBILS) in 2007 [Haywood et al., 2011a],
the Saharan Mineral Dust Experiment (SAMUM) in 2006
and 2008 [Heintzenberg, 2009; Ansmann et al., 2011], and
Fennec in 2011. Figure 2 gives an overview of the study

Figure 1. Aerosols over the Sahara as estimated by satellite. (a–c) Average seasonal AOT from MISR
(gray shaded), MODIS Deep Blue (cyan contour), MODIS collection 5 (green contour, over ocean and dark
land surfaces south of �15°N only), and the absorbing AI from TOMS (red contours). Seasons shown are
the January–March (Figure 1a) and June–September dust seasons (Figure 1b) and the October–November
dust-minimum season (Figure 1c). AOT shading and contour intervals are 0.4, 0.6, and 0.8; AI contours
are 1.5, 2.0, and 2.5. To illustrate structural controls on dust distribution, the plots also show the mean
925 hPa winds (arrows), the mean position of the intertropical discontinuity (solid blue line, as defined
by the 10 g kg�1 contour of 925 hPa specific humidity from ECMWF Re-Analysis (ERA)-Interim data),
and the 1000 m surface elevation contour (dashed black contour). In Figure 1b, the mean position of the
Saharan heat low core is indicated by the 1008 hPa contour of mean sea level pressure (thick black solid
line). The Bodélé Depression (yellow dot) and the West African summertime dust hot spot (yellow box)
are marked. Note that particularly during winter months, the AOT estimates south of �13°N include con-
tributions from both dust and biomass burning aerosols. (d) Mean annual dust source activation frequency
as estimated from the SEVIRI dust product [Schepanski et al., 2009, Figure 1].
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areas of these campaigns showing a bias toward the desert
margins that are logistically more accessible. Only Fennec
took measurements in the central Sahara, a region more than
half the size of Europe. Eastern parts have received even less
attention, so that the Sahara as a whole still remains a vastly
undersampled region.
[5] The advent of new satellite sensors with improved

observing capabilities for dust (notably the Meteosat Second
Generation (MSG) Spinning Enhanced Visible and Infrared
Imager (SEVIRI) [Brindley and Ignatov, 2006; Thomas
et al., 2007], Multiangle Imaging Spectroradiometer (MISR)
[Kalashnikova and Kahn, 2008; Kahn et al., 2009], and
Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP)
[Winker et al., 2009]) as well as new algorithms for other
satellite data (e.g., Moderate Resolution Imaging Spectro-
radiometer (MODIS) Deep Blue [Hsu et al., 2004]) have
combined to radically improve our ability to monitor and
understand aerosol processes. At the same time, there has
been a rapid development of off-line and coupled dust
aerosol–atmosphere models for operational weather, air
quality, and dust hazard forecasting and for Earth system
research purposes.
[6] Aided by these developments there has been a sub-

stantive advance in our understanding of dust aerosols from
the Sahara. This review will provide a synthesis of these
developments and provide a comprehensive account of the
state-of-the-art knowledge of the meteorological processes
by which Saharan mineral dust aerosol is generated, dis-
tributed, and transported over the region as well as impli-
cations for representation of these in models and for weather
forecast and climate prediction. This paper focuses on the
most fundamental stages of the dust “cycle”: the lifting of
dust aerosol and the subsequent vertical and horizontal
mixing and advection. It is these processes that determine
the fine detail of the 3-D structure of the large-scale dust
plumes over the region. This in turn strongly influences the
nature of the direct, indirect, and semidirect effects on cli-
mate. Specifically, this paper considers recent advances in
understanding the various multiscale meteorological phe-
nomena that generate dust plumes, from microscale dry

convective vortices; through mesoscale circulation features
including low-level jets (LLJ) and those associated with
moist convection; to synoptic scale weather systems in the
tropical, subtropical, and midlatitude atmosphere. These
processes characteristically have a strong relationship with
diurnal and seasonal cycles. The recent advances listed
above are such that we now have a more complete picture of
dust generation processes, although many details and their
relative importance are still unclear.
[7] This paper is organized as follows: Section 2 provides

the relevant background information that motivates our
interest in this topic, including an overview of the role of
mineral dust in the Earth system and the state of the art in
monitoring and modeling the global dust budget. More
detailed discussions of these aspects can be found in recent
review articles by Maher et al. [2010] and Shao et al.
[2011]. Section 3 then provides detail on the spatiotempo-
ral structure of the dust plume and its meteorological drivers
as well as implications for modeling. We conclude with a
reflection on the state of the art and perspective on priorities
for the future in Section 4.

2. THE CONTEXT

2.1. Dust in the Earth System
[8] The direct and indirect effects of aerosols constitute

the largest uncertainties in our knowledge of the radiative
forcing of the climate system [Forster et al., 2007]. Mineral
dust released from natural soils through wind erosion is
estimated to contribute at least 80% to the total dust budget
[Forster et al., 2007] and more than half to the total global
aerosol burden [Textor et al., 2006]. Once airborne, dust can
be mixed to great heights and can be transported over long
distances. Dust in the atmosphere affects both climate and
weather through the following processes:
[9] 1. Dust aerosols have a direct effect on the shortwave

and longwave radiative flux through scattering and absorp-
tion. The global net top-of-the-atmosphere direct radiative
forcing is on the order of�0.3 W m�2 with a range of�0.56
to +0.1 on the basis of model studies [Forster et al., 2007].
There are large regional variations depending on the char-
acteristics of the underlying surface [Haywood et al., 2001,
2011b].
[10] 2. Dust aerosols have an indirect effect on the radia-

tion budget through affecting cloud microphysical processes.
Dust particles that have undergone chemical or physical pro-
cessing in the atmosphere, for example, through coating with
sulphates, can act as cloud condensation nuclei, affecting
radiation indirectly through factors such as cloud albedo,
precipitation efficiency, cloud lifetime, and cloud height
[e.g., Rosenfeld et al., 2001; Kaufman et al., 2005;Min et al.,
2009; Klüser and Holzer-Popp, 2010]. In addition, mineral
dust particles are the dominant natural ice-nucleating aerosol,
leading to a faster glaciation of convective clouds [Richardson
et al., 2007].
[11] 3. A semidirect effect of dust is generated by

absorptional heating within dust layers, which changes rel-
ative humidity and vertical stability with potential effects on

Figure 2. Study areas of recent dust field campaigns (in
blue, see text for more details). The map also shows surface
topography (shaded) and the locations of currently or for-
merly active radiosonde stations of interest for Saharan dust
emission (in black). Map developed by U.S. Geological
Survey EROS Data Center.
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clouds, precipitation [Solmon et al., 2008; Klüser and
Holzer-Popp, 2010], and even tropical cyclone develop-
ment [Dunion and Velden, 2004].
[12] 4. Dust provides a surface for atmospheric chemistry

and can thereby mediate chemical cycles of, e.g., sulphates
[Desboeufs and Cautenet, 2005; Kandler et al., 2007] and
ozone [de Reus et al., 2000; Michel et al., 2003].
[13] It has been shown that including effects of airborne

dust into numerical models has a positive impact on weather
and climate simulations [Tompkins et al., 2005; Pérez et al.,
2006; Chaboureau et al., 2007; Rodwell and Jung, 2008].
[14] Dust is removed from the atmosphere through gravi-

tational sedimentation and turbulence (dry deposition) and
through scavenging in precipitating clouds (wet deposition).
Deposition affects climate by changing the albedo of snow
and ice surfaces [Warren and Wiscombe, 1980; Painter
et al., 2007] and through biogeochemical processes in the
ocean (phytoplankton) [Erickson et al., 2003; Fasham,
2003; Jickells et al., 2005] and on land [Swap et al., 1992;
Okin et al., 2004] with important ramifications on the carbon
cycle (see Shao et al. [2011] for a review on this topic).
Swap et al. [1992] were the first to suggest that Saharan dust
contributes to the nutrient budget of the Amazon ecosys-
tems, which has been quantified in more recent studies
[Koren et al., 2006; Ansmann et al., 2009a; Ben-Ami et al.,
2010; Bristow et al., 2010]. The amount and characteristics
of dust deposited in soils, glaciers, and sediments are used as
indicators of climate and environmental changes on long
timescales [Lambert et al., 2008; Sima et al., 2009; Stuut
et al., 2009; Maher et al., 2010, and references therein;
Mulitza et al., 2010]. Dust has been discussed as a potential
climate feedback in glacial-interglacial cycles [Krinner et al.,
2006; Winckler et al., 2008] and for the modern climate
because of interactions between dust, precipitation, and the
land surface [Rosenfeld et al., 2001; Yoshioka et al., 2007;
Hui et al., 2008]. Given the complex role of dust aerosols in
the Earth system, reliable quantitative estimates of the three
main processes of the global dust budget, emission, transport,
and deposition, are necessary for a full understanding of its
role in the Earth system.

2.2. Monitoring the Dust Distribution
[15] Scientists utilize ground-based, airborne, and satellite

instruments to measure various aspects of atmospheric dust
including AOT, size distribution, mass concentration, verti-
cal distribution, shape, and optical properties. Particularly
because emission and deposition are rarely measured in situ
and difficult to estimate from space, the current network
does not provide enough observational constraints for a
complete quantification of the dust budget [Tegen and
Schepanski, 2009]. Nevertheless, advances in satellite sen-
sors in recent years have illuminated our understanding
considerably. A summary of existing satellite records of
relevance with their relative strengths and weaknesses is
provided in Table 1. For a more detailed review of recent
developments, see Mishchenko et al. [2007] and Tanré
[2010]. By their nature, satellite instruments provide indi-
rect observations of radiances, from which parameters such

as amount, size, shape, optical properties, and elevation must
be inferred. The most important products of the now exten-
sive satellite record are (1) a near-global, long-term record of
aerosol indices and AOT available from early satellite sen-
sors such as Total Ozone Mapping Spectrometer (TOMS);
(2) the ability to distinguish aerosol types in transport plumes
on the basis of physical properties; and (3) more spatially and
temporally resolved properties of atmospheric aerosols from
the more recent sensors, including estimates directly over the
Sahara desert, most notably from MODIS Deep Blue, MISR,
Ozone Monitoring Instrument (OMI), CALIOP, ICESat, and
SEVIRI (see Table 1 for more details). Recent developments
of particular relevance to understanding Saharan dust pro-
cesses are (1) the ability to retrieve quantitative AOT esti-
mates over bright desert surfaces at high spatial resolution
from nadir-viewing MODIS data (the “Deep Blue” algorithm
of Hsu et al. [2004]) and from multiangle visible data from
MISR [Diner et al., 2005]; (2) estimates of AOT at 15 min
temporal resolution from SEVIRI visible and infrared chan-
nels [Brindley and Ignatov, 2006; Thomas et al., 2007;
Carboni et al., 2007], in addition to the qualitative SEVIRI
dust product (see “Best practices for RGB compositing
of multi-spectral imagery,” European Organisation for the
Exploitation of Meteorological Satellites guide, available at
http://oiswww.eumetsat.org/SDDI/html/doc/best_practices.pdf;
an example is shown in Figure 3a); (3) estimates of aerosol
properties from Polarization and Anisotropy of Reflectances
for Atmospheric Sciences coupled with Observations from
a Lidar (PARASOL); and (4) remarkably detailed vertical
profiles of aerosol backscatter from the CALIOP (and to a
lesser extent ICESat) spaceborne lidar, albeit with a limited
temporal sampling. The example given in Figure 3b demon-
strates clear evidence of a widespread deep dust layer over
the Sahara. The remainder of the paper will further illustrate
how these new data sources have enabled notable advances
in our understanding of aerosol emission and transport pro-
cesses as well as our ability to validate model performance
and highlight model limitations.
[16] It should be pointed out, however, that no single sat-

ellite instrument or retrieval is without limitations. Uncer-
tainties have manifold causes including cloud contamination
and assumptions on optical properties and perhaps most
importantly by variability in surface albedo and emissivity
over land. No current sensor can detect aerosols beneath
thick cloud layers and thick dust is difficult to distinguish
from cirrus clouds at visible wavelengths [Roskovensky and
Liou, 2005]. All AOT products are originally designed to
sample all aerosol types together and only a few studies have
attempted to filter out a dust signal by making certain
assumptions about optical properties [Evan et al., 2006;
Ginoux et al., 2010; Klüser et al., 2011]. The desert dust
retrieval intercomparison (initial results of Carboni et al.
[2009]) compared a sample of 15 satellite algorithms over
the Sahara for a limited period during March 2006. Results
show that although most algorithms correlate well with
Aerosol Robotic Network (AERONET) AOT, the standard
error in mean monthly AOT between the methods varied
between �0.5 and 1.0, broadly proportional to mean AOT,
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such that absolute uncertainties remain relatively high.
Global scale intercomparisons indicate far greater agreement
between aerosol algorithms over ocean than land [Poulsen
et al., 2009; Mishchenko et al., 2010; Kittaka et al., 2011].
There is a clear need for more extensive, quantitative inter-
comparison and understanding of the sources of uncertainty,
especially over deserts. We can anticipate that further
advances in Earth observation of aerosols will emerge from
new algorithm development and integration of multiple
sensors [e.g., Christopher et al., 2011].
[17] While satellites provide unparalleled spatial and

temporal coverage, surface-based sensors play an important
role too (not least as validation for satellite products). The
global AERONET network of almost 500 surface-based Sun
photometers [Holben et al., 1998] provides high-quality
retrievals of AOT and of aerosol optical and physical prop-
erties. However, coverage in the Sahara is particularly
sparse. The recent field campaigns over North Africa listed
in section 1 (see Figure 2) have involved the deployment of
sophisticated surface-based instrumentation to directly
measure aerosol and related meteorological properties with
high precision. These include standard meteorological
instruments, aerosol lidar, optical particle counters, and

various dust samplers to measure emission and deposition as
well as detailed optical and physical properties of aerosols
(see Figures 5a and 14b for examples). In many cases
(AMMA, DABEX, SAMUM, and Fennec), these surface
observations are complemented with similar measurements
from airborne instruments on research aircraft, providing
very detailed information on processes in horizontal and
vertical directions. All, however, are limited by relatively
short observation periods over limited domains.

2.3. Issues in Modeling Dust Processes
[18] Recent years have seen a veritable boom in the devel-

opment and implementation of dust modules in weather and
climate models for a large range of applications reaching
from modeling systems for regional or global air quality and
dust forecasting (e.g., Global and Regional Earth-System
Monitoring Using Satellite and In Situ Data (GEMS)
[Hollingsworth et al., 2008], Monitoring Atmospheric Com-
position and Climate (MACC) [Morcrette et al., 2008], Dust
Regional Atmospheric Model (DREAM) [Nickovic et al.,
2001], and Integrated Community Limited Area Modeling
System (ICLAMS) [Solomos et al., 2011]), through global
off-line aerosol-chemistry transport models used for process

Figure 3. Example of a recent advance in Earth observation of dust aerosols. (a) MSG SEVIRI IR dust
product for 0115 UTC 10 June 2006. Dust appears pink in these images and clouds appear red (deep,
high), black (shallow, high), orange (midlevel), and green/blue (low). (b) The 532 nm total attenuated
backscatter (km�1 sr�1) from CALIOP with latitude marked on the x axis (horizontal track shown in black
in Figure 3a, only section between Nigeria and the Libyan coast shown) around the same time. The deep
dust layer over the Sahara between 20°N and 25°N and Saharan dust overriding the shallow monsoon
layer over southern West Africa south of �19°N stand out in Figure 3b.
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studies (e.g., Global Model of Aerosol Processes (GLOMAP)
[Spracklen et al., 2005] and CHIMERE-DUST [Menut et al.,
2009]), to fully coupled Earth system models employed for
climate projections (e.g., Quantifying and Understanding the

Earth System (QUEST) Earth System Model (QESM; http://
www.quest-esm.ac.uk/) and Community Climate System
Model (CCSM) [Mahowald et al., 2011]). It is notable that
the World Meteorological Organization (WMO) recently

Figure 4. Uncertainty in model estimates of dust emission at the global and local scales. (a) AeroCom
model intercomparison of annual global (gray bars) and North African (black bars) dust emission based
on data from Huneeus et al. [2011]. (b) Time series of model simulated dust concentration in lowest layer
(mg m�3) at the location of Chicha, Chad, during the BoDEx field campaign in March 2005 showing
marked model disagreement and temporal trends [Todd et al., 2008a, Figure 8]. Only one observation is
available for this period (marked as a black diamond).

Figure 5. Diurnal cycle of dust emission. (a) The 5 min mean PM10 concentrations measured along the
AMMA Sahelian dust transect at Banizoumbou (Niger), Cinzana (Mali), and M’Bour (Senegal) from 7 to
12 March 2006 [Marticorena et al., 2010, Figure 10]. The time evolution shows rapid changes in surface
concentrations due to changes in local wind speed and advection from sources upstream. Frequencies
of dust source activation as identified from the infrared channels of SEVIRI during boreal winter
(December–February) for (b) 0300–0900 and (c) 1200–0000 UTC [from Schepanski et al., 2009, Figure 2].
The shorter morning period shows substantially more emission events across large parts of the southern
Sahara.
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established the Sand and Dust Storm Warning Advisory
and Assessment System (SDS-WAS; http://www.wmo.int/
pages/prog/arep/wwrp/new/Sand_and_Dust_Storm.html) to
enhance the ability of countries to deliver timely and quality
sand and dust storm forecasts, observations, information,
and knowledge to users. Within this program, the Northern
Africa-Middle East-Europe Regional Center aims to lead
the development and implementation of a system for dust
observation and forecast and currently distributes forecasts
over North Africa from eight modeling centers.
[19] In the framework of the Global Aerosol Model

Intercomparison (AeroCom) initiative [Schulz et al., 2009],
the dust budget in 15 global models driven by prescribed or
nudged analyzed meteorological fields were compared
[Textor et al., 2006; Huneeus et al., 2011]. All diagnostic
parameters characterizing the dust budget show a large
spread with estimates for both global and North African
dust emissions differing by a factor of about 5 (Figure 4a).
These uncertainties are attributed to differences in (1) dust
emission parameterization [Zender et al., 2004]; (2) soil
properties, including soil moisture; and (3) representation
of peak winds. Because of the high sensitivity of dust flux
to the high tail of the wind speed distribution, the usage
of different meteorological “driver” fields (e.g., European
Centre for Medium-Range Weather Forecasts (ECMWF)
versus National Centers for Environmental Prediction reanal-
ysis) alone can produce larger differences than different dust
emission schemes [Luo et al., 2003; Menut, 2008]. Using
wind fields generated by free running regional or global
models, as necessary for air quality forecasts or climate
projections, further enhances the wind-related uncertainties
[Timmreck and Schulz, 2004]. A regional dust model inter-
comparison for the Bodélé Depression during BoDEx by
Todd et al. [2008a] shows differences in emission and load-
ing of around 1 order of magnitude (Figure 4b). Major
obstacles to reducing these uncertainties are the lack of
available dust emission measurements to validate emission
parameterizations near source areas (see section 2.2 for
more details).
[20] Uncertainties in emissions have impacts on the entire

dust budget. Because of a stronger observational constraint
on dust burden through satellite AOT retrievals, models are
often “tuned” with respect to this parameter (see section 2.3.1
for more details), resulting in a diversity among the AeroCom
models of 40%, which is smaller than that for emission and
deposition [Textor et al., 2006]. Prescribing emissions has a
surprisingly small effect on dust burden [Textor et al., 2007,
Table 2], suggesting that tuning creates compensational
effects between emission and deposition. It is, therefore,
believed that source strength is one of the major limiting
factors in simulating aerosol fields [Textor et al., 2006].
Any improvement in the representation of dust emission in
models will therefore improve estimates of both dust load-
ing and deposition, calling for a better understanding of the
involved mechanisms at the process level [Textor et al.,
2007]. This in turn is crucial for radiative forcing and
cloud effects (loading) and biogeochemical and surface
albedo effects (deposition).

2.3.1. Dust Emission Parameterization
[21] Dust emission involves complex, nonlinear processes

governed by meteorology and the state and properties of
land surfaces. Direct in situ field measurement typically
observe emission over a few tens of square meters at most
[e.g., Houser and Nickling, 2001], so that measurement at
the scale of most atmospheric models are rather difficult.
The currently ongoing project DO4 Models: Dust Obser-
vation (http://www.geog.ox.ac.uk/research/climate/projects/
do4models.html) aims to observe emission at a coarse,
model-relevant scale at a field site in Botswana. To date,
much of what is known about these processes has been
obtained from microscale (local) experiments in the field
and wind tunnels and theoretical studies [e.g., Marticorena
and Bergametti, 1995; Alfaro et al., 1998; Shao and
Mikami, 2005; Ishizuka et al., 2008; Okin, 2008; Li
et al., 2010; Kok, 2011]. The early work of Bagnold
[1935, 1937] suggested that dust particles are released to the
atmosphere through three mechanisms: (1) the direct aerody-
namic entrainment or suspension of particles, (2) saltation
bombardment, and (3) aggregate disintegration. Emission
schemes parameterize some or all of these processes and
are classified as more or less physically based, depending
on the number of processes explicitly represented. Dust
emission models are too numerous to describe here individ-
ually, but, in general, global models tend to incorporate
simple schemes and regional models utilize more physically
based schemes (see short summary in chapter 6.1 of Shao
et al. [2011]).
[22] Simple schemes parameterize the vertical flux of

emitted mineral aerosols into the atmosphere as a function of
the third (or fourth) power of the difference between the
surface wind speed u and a fixed threshold ut for u > ut.
Other schemes use the friction velocity, u*, instead. Here u*
is the square root of the kinematic stress at the surface and is
usually calculated from wind at 10 m and surface roughness.
In contrast, more physically based schemes [Marticorena
and Bergametti, 1995; Shao et al., 1996] explicitly calcu-
late (1) the size-resolved horizontal flux (saltation) as a
function of friction velocity above the threshold, which
depends on the surface characteristics of soil grain size dis-
tribution, crusting, moisture content, snow, and vegetation
cover and then (2) the resulting vertical dust fluxes from soil
aggregate bombardment and disintegration, either as a
function of particle kinetic energy [Shao et al., 1996; Alfaro
and Gomes, 2001] or through a volume removal relationship
[Lu and Shao, 1999; Shao, 2004]. Many schemes include a
scaling parameter to represent source “intensity” to tune
emissions. For example, preferential sources have been
identified by colocation of peak TOMS aerosol index (AI)
and topographic lows [Ginoux et al., 2001; Prospero et al.,
2002]. Others use more physical parameters such as the
grid cell erodible fraction, i.e., the part of the surface
which is not protected from wind erosion by roughness
elements [e.g., Laurent et al., 2006]. Generally speaking
there is a substantial disagreement between different meth-
ods to identify sources [see Formenti et al., 2011, Figure 1].
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[23] Dust emission schemes require both meteorological
and land surface characteristics at the temporal and spatial
scales pertinent to dust emission processes such as high-
resolution surface stresses, particle size distribution, binding
energies, etc. Such information is hardly ever available, even
for the highest-resolution regional models (a few kilometers
grid spacing). As a result, because of remaining large
uncertainties associated with representing the very hetero-
geneous soil and land surface physical characteristics and
wind regimes, many modelers have introduced explicit or
implicit tuning parameters into the schemes, which enables
emission to be calibrated such that the resulting dust burden
in the atmosphere is consistent with measured AOTs from
surface or satellite [Cakmur et al., 2006]. Even in applying
the most physically based schemes many parameters, espe-
cially soil characteristics, are not sufficiently well con-
strained, so empirically derived constants are commonly
used in process equations. Examples include the constants in
the soil moisture correction and in the derivation of vertical
dust flux from horizontal saltation flux (the “sandblasting
efficiency”) [Marticorena and Bergametti, 1995; Alfaro and
Gomes, 2001; Shao, 2004]. It is highly likely that these
constants are in effect scale and location dependent and that
varying these could be used to tune emission.
[24] Not surprisingly, model intercomparison projects

typically indicate high uncertainty in dust emission estimates
[e.g., Textor et al., 2006; Todd et al., 2008a; Huneeus et al.,
2011], but identifying and ranking the specific sources of
model error is difficult. To address this, a number of recent
studies have sought to systematically quantify the uncer-
tainty associated with each stage in various physically based
dust schemes. Darmenova et al. [2009] noted from the
sensitivity experiments of the Marticorena and Bergametti
[1995] and Shao et al. [1996] schemes that horizontal dust
flux is most sensitive to friction velocity, with land surface
parameters important only for lower wind speed events,
highlighting the priority need to reduce uncertainty in
meteorological fields. Nevertheless, sensitivity experiments
using identical meteorology show that differences in
monthly emission over the main Asian dust source regions
can greatly exceed a factor of 2 as a result of the combined
differences between two schemes. Kang et al. [2011]
explicitly analyzed the sensitivity to three different vertical
flux parameterizations for a 5 day Asian dust event. Total
emission estimates vary by more than a factor of 6. Note that
differences in scale and location between these two studies
make direct quantitative comparison difficult. It is clear,
however, that uncertainty associated with parameterization
of the dust emission processes remains very high, resulting
from incomplete physics coupled with a lack of critical land
surface information.
[25] Whatever dust scheme is used, a key requirement is

an accurate representation of the high tail of the u* distri-
bution. Despite the high sensitivity of emissions to near-
surface peak winds [Uno et al., 2006] and the comparatively
large amount of available measurements of this parameter in
source regions, surprisingly few studies have addressed the
problem of improving the representation of u*, which is

often simply considered as an external driving parameter.
Atmospheric models used for dust simulations are mostly
based on numerical weather prediction or climate models,
which have not been optimized for the complex and highly
energetic desert PBL. It has been suggested that coarse-
resolution models cannot sufficiently represent many mete-
orological processes crucial for peak wind generation and
that a parameterization of subgrid wind variance is desir-
able [e.g., Cakmur et al., 2004]. First attempts to tackle this
problem in a physical way by computing probability density
functions for wind speed using turbulent kinetic energy
(TKE) estimates from the model’s PBL scheme report sig-
nificant improvements [Cakmur et al., 2004; Grini et al.,
2005], consistent with higher correlations of dust loadings
with gustiness than with mean wind [Engelstaedter and
Washington, 2007].
2.3.2. Deposition
[26] Dust deposition occurs through both dry deposition

and wet deposition associated with cloud and precipitation
processes. As such, deposition involves a complex set of
physical processes for which understanding requires detailed
knowledge of dust size distribution, density, particle shape,
hygroscopicity, and cloud and precipitation microphysics.
As it is not a focus of this review, only a very short summary
is given here for completeness. Overall, the uncertainty in
deposition processes and rates are at least as great as those
for emission processes but have received far less attention in
the literature, and there has been limited systematic evalua-
tion in dust models [Huneeus et al., 2011]. Estimates of total
deposition based on global aerosol models range from about
700 to over 4000 Tg yr�1, with wet deposition contributing
from over 60% to well under 20% [Huneeus et al., 2011,
Table 3]. Measurements of dust deposition are conducted
with traps over land and ocean but are generally few and
incomplete, particularly for dry deposition. McTainsh
[1999], for example, measured deposition rates of about
200 g m�2 yr�1 in Niger. Observations established during
AMMA [Rajot et al., 2008] and the International Global
Atmospheric Chemistry - Deposition of Biogeochemically
Important Trace Species Africa (IDAF) network (http://idaf.
sedoo.fr/spip.php?rubrique3) have improved our knowledge
over Sahelian and tropical West Africa. There is a large
interest in the magnitude of dust input into the world’s
oceans because of biogeochemical implications, but current
estimates disagree by a considerable amount [see Shao et al.,
2011, Table 2]. Because of the great source strength of
the Sahara and predominant easterly flow at low levels, the
North Atlantic is one of the regions with the largest dust
input (on the order of 180–260 Tg yr�1).

3. METEOROLOGICAL CONTROLS ON DUST
DISTRIBUTION

[27] In this section, we summarize the key characteristics
of the dust distribution over the Sahara (section 3.1) and
review the recent research, which has sought to provide a
physical explanation of these structures (section 3.2).
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3.1. Spatiotemporal Structure of Saharan Dust
[28] Despite the growth of integrated surface-based

observational networks such as AERONET, there remains
precious few direct in situ observation of the dust budget
from the Sahara. However, advances in satellite systems (see
section 2.2) have facilitated new insights into the character-
istic patterns of Saharan dust emission and transport and the
associated effects on climate. Here we describe some of the
key features of the mean horizontal and vertical dust dis-
tributions as well as their seasonal and diurnal cycles.
3.1.1. Mean Dust Distribution and Associated
Seasonal Cycle
[29] Annual mean dust burden derived from all the long-

term satellite data sets currently available (TOMS, OMI,
MISR, and MODIS Deep Blue; see Table 1 and section 2.2
for details) show similar spatial patterns with peaks (“hot
spots”) immediately downwind of the Bodélé Depression in
Chad and a larger area over the western Sahara (WS) with a
large downwind transport plume extending from the conti-
nent over the subtropical east Atlantic (Figure 1). Ben-Ami
et al. [2011] have recently described the mean seasonal
pattern of emission and transport over the subtropical North
Atlantic as an annual “triplet” of two strong dust seasons and
one season with low dust loadings. The first dust season
extending from November to March (Figure 1a) involves
episodic dust emission events, notably from the Bodélé
Depression, and dust transport within a more southern lati-
tude and over West Africa and the Atlantic at �5°N, where
the dust often mixes with biomass burning aerosol [e.g.,
Knippertz et al., 2011]. The second dust season during May–
September (Figure 1b) has more uniform emission fre-
quency with strong contributions from the Bodélé Depres-
sion and WS. At this time of year, the broad WS dust hot
spot is colocated with the SHL (Figure 1b). Smaller areas of
high dust loadings are located along the southern foothills
of the Atlas Mountains and in Libya and Egypt. The west-
ward dust transport plume advances northward to reach
about 20°N. The third season of October–December
experiences low dust loadings (Figure 1c). Differences in the
satellite products shown in Figure 1 are nicely illustrated by
the different size of the Bodélé Plume during this season,
illustrating the uncertainties discussed in section 2.2.
[30] Regarding the location of continental dust sources,

work in the last decade sought to interpret the patterns
of dust burden in terms of local source regions [Prospero
et al., 2002; Washington et al., 2003; Engelstaedter and
Washington, 2007]. This is relatively unproblematic in the
case of the Bodélé Depression, where the extraordinary
frequency of emission during winter from localized lacus-
trine deposits combined with a dominant southwestward
transport ensures that the hot spot in satellite fields directly
represents the activity of this singular source. Recent work
on the Bodélé Depression has provided a comprehensive
climatological and geomorphological explanation for its
dominance as a dust source [Washington et al., 2006; Koren
et al., 2006; Todd et al., 2007]. Of course, other sources are
active in winter too (notably those in the great event of

March 2006 [Slingo et al., 2006; Cavazos et al., 2009]), but
their frequency of emission is so much lower than that of the
Bodélé Depression that their emission does not emerge
strongly in mean aerosol burden fields (Figure 1a).
[31] Explaining the existence of the WS hot spot is more

difficult and has been a source of lively debate in the liter-
ature for a number of reasons: (1) the high dust burden is
dispersed over a wider area (Figure 1b), (2) there is no single
major source region with a well-understood geomorpholog-
ical history [Prospero et al., 2002; Washington et al., 2003],
(3) the few available surface station observations are not
fully consistent with the strong increase in summer that
some satellite products show [Klose et al., 2010], and (4) the
dust “season” occurs during the West African summer
monsoon when the atmospheric circulation in the region
leads to multiple meteorological emission mechanisms and
trajectories of dispersion [Knippertz and Todd, 2010] (see
also section 3.2). High-temporal-resolution imagery from
the MSG SEVIRI has enabled more precise identification of
sources through a qualitative backtracking of specific dust
plumes to their sources of origin [Schepanski et al., 2007].
The resulting maps of dust source activation frequency
(DSAF; irrespective of magnitude, Figures 1d, 5b, and 5c)
confirm the importance of the Bodélé Depression and
broadly the WS but illustrate the importance of the margins
of topographic features, notably the Hoggar and Aïr Moun-
tains for the latter region. The disparity over WS between
DSAF and the satellite-derived mean aerosol burden is
consistent with the explanation of Knippertz and Todd
[2010], which suggests that multiple, multiscale emission
mechanisms associated with the climatological distribution
of synoptic and mesoscale processes activate the various
dust sources identified in the DSAF and drive the subse-
quent vertical and horizontal transport processes over the
WS and West African sector, with the resulting distribution
exhibited in Figure 1b. In the following, we will examine the
meteorological processes of emission and transport that in
effect drive this complex seasonal pattern in more detail.
3.1.2. Diurnal Cycle
[32] Early studies on the diurnal cycle of dustiness used

synoptic station observations of horizontal visibility as an
indicator and found an increase during the daytime hours
with some variations between the Sahel and Sahara
[N’Tchayi Mbourou et al., 1997]. High-resolution surface
concentrations from the AMMA Sahelian dust transect show
remarkably complex diurnal changes with abrupt increases
but generally confirm the daytime maximum (Figure 5a).
Until recently, satellite aerosol products were limited to a
fixed daily observation time by either characteristics of the
satellite platform (polar-orbiting satellites in the case or
TOMS, OMI, MISR, and MODIS) or the algorithm (the
Infrared Difference Dust Index) [Legrand et al., 1994]. As
such our perspective on dust was strongly biased toward the
near-noon time period. Analysis of the twice daily time
series of MODIS data revealed a strong diurnal pulsing of
emission from the Bodélé Depression during winter, indi-
cating discrete “packets” of emission during daytime hours
[Koren and Kaufman, 2004]. Subsequent analysis of the
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number of plume trajectories across the entire Sahara from
the novel 15 min SEVIRI imagery [Schepanski et al., 2007,
2009] revealed the dominance of the midmorning period for
dust plume initiation in all source regions in all seasons
(Figures 5b and 5c show boreal winter as an example).
3.1.3. Vertical Distribution
[33] Most passive satellite and ground-based instruments

can only provide column-integrated information on dust
loading such as AOT (see section 2.2). Most of our knowl-
edge on the vertical structure of dust plumes results from
aircraft, surface-based, and satellite-borne aerosol lidars.
While the former two are usually restricted to field cam-
paigns or locations relatively far away from Saharan dust
sources, spaceborne CALIOP now provides north-south
cross sections through Saharan dust plumes in cloud-free
regions (e.g., Figure 3b). Although the temporal resolution
of CALIOP is poor, the widespread distribution and rela-
tively slow dust transport allows a robust picture to emerge.
These measurements have added substantial detail to our
knowledge of the characteristic vertical patterns in the dust
distribution, first investigated through aircraft measurements
in the 1970s, particular over the continent. During winter,
dust plumes remain close to the surface during transport
from sources across the Sahara [Chiapello et al., 1995;
Johnson et al., 2008; Peyridieu et al., 2010; Knippertz et al.,
2011], with high concentrations at stations in the Sahel
[Klose et al., 2010;Marticorena et al., 2010]. South of 10°N
there is evidence of dust aerosol (often mixed with biomass
burning aerosol) above 1.5 km, probably associated with
vertical transport around cumulus congestus cloud systems
over southern West Africa [Knippertz et al., 2011].

[34] During the boreal summer, the PBL and therefore the
dust layer over the Sahara and the adjacent Atlantic Ocean is
substantially deeper and frequently reaches altitudes of up to
6 km above sea level [Gamo, 1996; Léon et al., 2009;
Tesche et al., 2009; Cavalieri et al., 2010; Peyridieu et al.,
2010]. This deep, hot, and dusty air mass has been termed
the Saharan air layer (SAL) by Carlson and Prospero
[1972]. Toward the fringes of the Sahara the SAL usually
glides up onto the cooler low-level air masses of the south-
westerly monsoon flow to the south and the maritime air of
the subtropical Atlantic and Mediterranean Sea to the west
and north, leading to an elevated dust layer [Prospero and
Carlson, 1972; Karyampudi and Carlson, 1988]. For the
continent, this behavior is nicely summarized in a schematic
by Cuesta et al. [2009], reproduced as Figure 6 here. The
example aerosol profile from CALIOP shown in Figure 3b
clearly shows (1) dusty air that appears well mixed
throughout the PBL (“SCBL” in Figure 6) over the Sahara,
thereby extending from the distinct “cap” at about 6 km
height all the way to the ground and (2) how this dust air
layer overrides the low-level monsoonal southwesterlies to
the south of about 18°N. Observations of surface concentra-
tions in the Sahel show relatively low values in summer [e.g.,
Marticorena et al., 2010, Figure 4] despite considerable
AOTs, confirming the upgliding of dusty air over the mon-
soon layer.

3.2. Meteorological Conditions for Dust Emission
and Vertical Mixing
[35] Analysis of dust and driving meteorological fields

from a combination of observations from satellite and field
campaigns with model simulations has advanced our

Figure 6. Schematic of the mechanisms which control the structure of the Saharan PBL and dust vertical
redistribution [Cuesta et al., 2009, Figure 1]. Shading (yellow or light blue) indicates air mass origin and
temperature. Abbreviations stand for intertropical discontinuity (ITD), Saharan air layer (SAL), Saharan
atmospheric boundary layer (SABL), Saharan convective boundary layer (SCBL), and Saharan residual
layer (SRL). The numerical labels in the figure refer to sections of Cuesta et al. [2009]; the associated
processes are described here in section 3.2.4.
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understanding of the role of the multiscale meteorological
processes involved in dust emission and transport. This new
knowledge provides at least qualitative explanations for the
observed spatiotemporal characteristics of the Saharan dust
distribution described in section 3.1. To summarize these
findings, we will structure this section according to the scale of
the meteorological processes from synoptic (section 3.2.2),
through mesoscale (section 3.2.3), to microscale aspects
(section 3.2.4). In addition, section 3.2.1 will discuss the
diurnal cycle of the PBL over the Sahara and how it influ-
ences wind speed near the surface, focusing on the role of
LLJs. Section 3.2.5 will conclude with some remarks on
vertical and horizontal transports. Each of these sections
will also discuss implications for modeling the respective
process.
3.2.1. Low-Level Jets
[36] Recent studies have indicated that LLJs play a key

role in Saharan dust emission and transport. The peak
morning emission from the single greatest dust source of the
Bodélé Depression [Washington et al., 2006] and more
widely across the Sahara [Schepanski et al., 2009]
(Figures 5b and 5c) is now known to be phase locked to the
LLJ diurnal cycle. The mechanism of LLJ formation, which
is found in all subtropical desert regions and which governs
the (out of phase) diurnal cycles of LLJ and surface winds
(and hence dust emission), is described as follows. In the
free troposphere, wind speed and direction for a given
location is mainly controlled by the ambient pressure gra-
dient, leading to flow close to geostrophic balance away
from the equator. Closer to the surface, turbulence and fric-
tional effects create substantial deviations from geostrophy
depending on factors such as surface roughness, wind shear,
and vertical stability. Particularly, the last factor can create
substantial systematic differences between day and night
within the PBL and surface layer. Cloud-free and dry con-
ditions in desert regions cause most of the high insolation
during the day to be converted into sensible heating at the
surface, leading to a hot, often rather deep, dry convective
PBL.
[37] During the night, strong radiative cooling stabilizes

the very lowest layers and effectively decouples most of the
air that used to be within the PBL during the day from sur-
face friction [Todd et al., 2008b]. In areas of sufficient
background pressure gradient, this decoupling leads to an
inertial oscillation around the equilibrium wind (usually well
approximated by the geostrophic wind) [Blackadar, 1957;
Van de Wiel et al., 2010] as schematically depicted in
Figure 7a. The amplitude of the oscillation depends on the
magnitude of the ageostrophic component at the time of
decoupling (D in Figure 7a) and therefore on the background
pressure gradient, latitude, and roughness of the underlying
surface. Rough surfaces exert a strong frictional force and
therefore a high-amplitude inertial oscillation. The oscilla-
tion period is given by 2p divided by the Coriolis parameter,
f. For 23°N, a typical latitude in the Sahara, the oscillation
period is 30.7 h. Assuming a decoupled period of 10–12 h,
only about 1/3 of the oscillation can be completed, leading
to highly supergeostrophic LLJ peaking before sunrise

(as shown from model experiments over the Bodélé
Depression in Figure 7b).
[38] The importance of the LLJ to dust results from its

relationship with surface winds. After sunrise, surface heat-
ing causes the PBL to grow in depth and mixes momentum
from the jet level down to the surface. This creates the dis-
tinctive diurnal cycle with peak surface winds and dust
emissions from morning to midday (Figures 5a, 7c, and 8)
and the resulting erosion of the LLJ above and hence the out
of phase diurnal cycle of LLJ and surface winds (Figure 7c)
[Knippertz, 2008; Todd et al., 2008b]. There are very few
radiosonde observations of LLJs in the Sahara (Figure 2),
but analysis data suggest a frequent occurrence throughout
the year (Figure 7d shows January as an example). It should
be noted here that the degree of decoupling critically
depends on factors suppressing turbulence near the surface
during the night. On one hand, clouds or high-column water
vapor weaken the radiative cooling and therefore keep sta-
bility relatively low, leading to generally less decoupling in
summer. This can lead to one or several breakdowns of the
jet during the night, when the vertical shear underneath the
jet core has reached a critical level, creating so-called inter-
mittent mixing events [Banta et al., 2003]. On the other
hand, in situations of very strong background pressure gra-
dients, stability might never become high enough to sup-
press the mechanically induced turbulence near the surface
and therefore impedes a complete decoupling (see, for
example, Figure 8a showing surface winds during the main
dust storm days during BoDEx and Figure 5a showing a dust
emission case over the Sahel).
[39] The close spatial similarity in the frequency of LLJs

(Figure 7d) and dust source activation (Figures 5b and 5c)
provides compelling evidence of the often dominant role of
LLJs in emission, most notable in winter. Accurate model
representation of the LLJ processes is therefore crucial.
While state-of-the-art numerical models usually reproduce
the large-scale pressure gradients that drive LLJs satisfac-
torily, they often struggle to reproduce the distinct diurnal
cycle in near-surface winds (Figure 8a). Several studies have
shown problems with temperature inversions over arid areas
being too weak, leading to an underestimation of stability
in the lowest layers, too little decoupling, and therefore
too much vertical dispersion during the night resulting in
large wind forecast errors and even phase errors [Hanna
and Yang, 2001; Zhong and Fast, 2003]. These results are
sensitive to vertical resolution, PBL scheme, and rough-
ness length [Zhang and Zheng, 2004; Todd et al., 2008b]
(Figure 8b), suggesting that there is an opportunity to opti-
mize forecast models for the Saharan sector. The work of
Todd et al. [2008b] notwithstanding, a systematic investi-
gation of the representation of LLJs in dust models and
potential implications for emission and transport strength
and diurnal cycle remains lacking.
3.2.2. Synoptic Scale
[40] It has long been known that the episodic nature of

large dust events is primarily controlled by synoptic scale
meteorological features [e.g., Dubief, 1979;Washington and
Todd, 2005; Schepanski and Knippertz, 2011], but more
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recent analysis of the space-time distribution of dust AOT
has added considerable detail to our understanding. The
most important prerequisite for dust storms on this scale is
the establishment of a sufficiently large surface pressure
gradient to drive strong winds capable of dust emission and
long-range transport. From many analyses of case study
events and statistical analysis of long-term records, we now
have more evidence to identify the dominant synoptic types
by season.
[41] During the cool season from November to April,

two patterns appear especially important. First, upper level

troughs over northern Africa can trigger intense Saharan
cyclones along the northern margin of the Sahara [Alpert
and Ziv, 1989; Bou Karam et al., 2010]. These systems are
often related to lee cyclogenesis to the south of the Atlas
Mountains and then track eastward along the Mediterranean
coast (Figure 9a). They are often referred to as Khamsin
cyclones in Libya and Egypt and Sharav cyclones in the
Middle East. Many tracks turn northward into Turkey, but
some systems continue moving eastward. Incorporating
moisture from the Mediterranean Sea can lead to a rapid
intensification of the system and cause significant rainfall.

Figure 7. The LLJ and its role for dust emission. (a) Schematic showing a low-level wind vector in the
evening (U0) together with the geostrophic (G) and ageostrophic (D) wind components [Van de Wiel et al.,
2010, Figure 1]. The decoupling from surface friction during the night causes a clockwise (in the Northern
Hemisphere) inertial oscillation of the wind vector following the dashed circle with a period of 2p/f.
(b) Mean diurnal cycle of winds at 940 hPa from numerical simulations over the Bodélé Depression during
BoDEx in February and March 2005 providing clear evidence of an inertial oscillation [Todd et al., 2008b,
Figure 9a]. (c) Schematic depiction of typical changes in the vertical profile of low-level wind, gusts,
potential temperature, and turbulence over the Sahara during morning hours [Knippertz, 2008, Figure 1]
(http://www.schweizerbart.de/). The key for dust emission is the downward mixing of momentum from
the nocturnal LLJ during the morning buildup of the PBL. (d) Frequency of LLJ events during January
for ERA-Interim reanalysis data showing widespread occurrence through large parts of the Sahara
[Schepanski et al., 2009, Figure 4]. Note similarity of LLJ frequency and dust storm activation frequency
in Figure 5. Figures 7a and 7b are © American Meteorological Society. Reprinted with permission.
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This type of event is most frequent during spring, when the
baroclinicity along the Mediterranean coast is maximized
and supports cyclone intensification [Alpert and Ziv, 1989].
Figure 9b shows an example of a Khamsin cyclone with its
core over Turkey, which caused widespread dust emission
over Libya and Egypt. The dust emitted by Khamsin
cyclones often gets carried over the Mediterranean Sea and
sometimes even into Europe with the southerly winds ahead
of the system.
[42] Second, ridging of the subtropical high increases the

south-north pressure gradient over the Sahara and leads to a
surge in the northeasterly harmattan or Etesian winds with
strong effects on the central and southern Sahara and the
Sahel [Washington and Todd, 2005; Knippertz and Fink,
2006; Knippertz et al., 2011]. Examples for this type of sit-
uation include an intensified Libyan high associated with
dust outbreaks from the Bodélé Depression [Washington

and Todd, 2005; Washington et al., 2006] (Figure 10) as
well as an intensified and southeastward extended Azores
high activating dust sources in Mauritania, Mali, and Algeria
[Knippertz et al., 2011]. In both cases, dust emission and
surface winds show a clear diurnal cycle affected by the
formation of LLJs (see section 3.2.1). Long-lasting, exten-
sive events with high dust amounts are often associated with
explosive anticyclogenesis behind a surface cold front pen-
etrating into the northern Sahara. Prominent examples of this
type, which generated considerable research interest,
occurred during 2–7 March 2004 [Knippertz and Fink, 2006;
Min et al., 2009; Mangold et al., 2011; Shao et al., 2010]
and 7–13 March 2006 [Slingo et al., 2006; Tulet et al., 2008;
Cavazos et al., 2009; Mallet et al., 2009; Stanelle et al.,
2010]. The evaporating precipitation along the cold front
can play an important role in the early stages of these events
[Knippertz and Fink, 2006]. Generally, numerical models
satisfactorily reproduce such large-scale dust outbreaks
[Cavazos et al., 2009; Shao et al., 2010] (Figure 11) in that
the meteorological drivers of emission and transport provide
accurate depiction of timing/transport of dust and AOT with
respect to satellite observations. Indeed, in the study of
Cavazos et al. [2009], model dust estimate errors are domi-
nated by poor representation of specific local sources as a
result of inadequate soil information.
[43] In summer, there is a large background pressure gra-

dient into the SHL (Figure 1b), which frequently generates
high surface winds, often associated with LLJ formation.
This is particularly true for the dry northerly, westerly, and
easterly inflow [Knippertz, 2008; Grams et al., 2010]. On
the moist side of the “intertropical discontinuity” (ITD),
which separates Saharan and tropical air masses over Africa,
surface inversions are weaker, leading to less decoupling and
LLJ formation (see section 3.2.1). Nevertheless, the often
large monsoon pressure gradient allows a substantial accel-
eration of the near-surface wind in stable conditions during
the night [Parker et al., 2005], which can lead to dust
emissions near the leading edge of the monsoon flow
[Flamant et al., 2007; Bou Karam et al., 2008], possibly
associated with intermittent LLJ mixing events. The exam-
ple north-south lidar transect across southern West Africa
shown in Figure 12 indicates two regions of dust uplift
within the northward progressing monsoon flow. One is the
actual leading edge of the monsoonal air; the southern one
has been speculated to be the remnants of a convective cold
pool (see section 3.2.2) [see also Marsham et al., 2008a].
Rather little is known about the vertical wind structure of
these events. The representation of this feature in numerical
models has not been systematically investigated but will be
closely linked to the representation of the monsoon circula-
tion, which is a large challenge for many coarse-resolution
models [Cook and Vizy, 2006; Marsham et al., 2011].
[44] The dominant synoptic scale weather systems over

summertime West Africa are African easterly waves
(AEWs). It has long been known that AEWs modify dust
transport over the tropical Atlantic [Karyampudi and
Carlson, 1988; Westphal et al., 1988], but their role for the
dust distribution over the continent is less clear. Recently,

Figure 8. Modeling low-level jets and associated surface
winds over the Bodélé Depression. (a) Comparison between
observations (solid line) and simulations with five different
regional models (horizontal resolutions between 7 and
26 km [Todd et al., 2008a, Figure 4]). Most models tend to
underestimate the diurnal cycle and the absolute magnitude
of the winds. (b) Mean diurnal cycle in observations (solid)
and simulations with the same model in different PBL con-
figurations [Todd et al., 2008b Figure 7a]. Different PBL
representations can lead to large differences in wind magni-
tude and diurnal cycle. Figure 8b is © American Meteoro-
logical Society. Reprinted with permission.
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Knippertz and Todd [2010] suggested that AEWs contribute
to the synoptic scale variability of the WS hot spot through
(1) the organization of dust transport, (2) dust emission
around the AEW surface vortex if it is strong enough, and
(3) dust emission in connection with convective cold pools
(see section 3.2.2) forming in the moist southerlies to the
east of the AEW trough upstream of the WS (Figure 13).

The same authors provide evidence that interactions between
AEWs and subtropical upper level troughs play a role in
creating extended areas of southerly moisture advection into
the Sahara and northerly dust advection into the WS. Such
interactions have been proposed to create dust-generating,
traveling surface disturbances called Soudano-Saharan
Depressions, but this concept has recently been questioned

Figure 9. Characteristic synoptic scale weather system associated with dust emission: the Saharan
cyclone. (a) Climatology of Saharan cyclone counts in 2.5° � 2.5° grid boxes for March–May 1958–
2006 showing maximum activity across the Algerian and Libyan Sahara [Hannachi et al., 2010, Figure 6].
With kind permission from Springer Science + Business Media. (b) Example of a Saharan cyclone on
22 January 2004 in the SEVIRI dust product overlaid with synoptic station reports from Libya and
Egypt. The dark red colors show the main cloud mass of the cyclone and cold front, while pink colors
indicate dust emission behind the front (also see the Figure 3 caption).

Figure 10. Characteristic synoptic scale weather system associated with dust emission: ridging of sub-
tropical high. (a) Composite mean geopotential height at 925 hPa (geopotential meters, shading) and wind
vectors (m s�1) for 10–12 March 2005 associated with dust outbreaks from the Bodélé Depression in
Chad. The strong anticyclone over Libya increases the north-south pressure gradient and causes a surge
in the northeasterly harmattan flow [Todd et al., 2008a, Figure 2b]. (b) Visible satellite image of a Bodélé
Depression dust outbreak [Washington and Todd, 2005, Figure 1].
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on the basis of modern reanalysis and satellite data
[Schepanski and Knippertz, 2011]. AEWs are reasonably
well represented in state-of-the-art weather prediction mod-
els, although interactions with moist convection and the land
surface can lead to errors in both strength and propagation
[Sander and Jones, 2008; Shen et al., 2010]. Systematic
evaluation of model representation of tropical-temperate
interactions over the Sahara in relations to these specific
synoptic scale features has yet to be conducted.
3.2.3. Mesoscale
[45] A prominent dust storm type on scales of several

hundred kilometers is the so-called “haboob,” which is
caused by evaporationally driven, cold near-surface outflow
from organized moist convection. In particular, the squall
lines of the Sahel have long been connected to this kind of
dust storm [Sutton, 1925; Farquharson, 1937; Freeman,
1952]. The strong gust winds at the leading edge of the
cold pool can lead to dramatic moving “walls of dust”
(Figure 14a) and very sharp increases in wind speed and
particle concentrations (Figure 14b). Haboobs have been
documented for the northern [Knippertz et al., 2007; Emmel
et al., 2010] and southern margins of the Sahara [Lawson,
1971; Marsham et al., 2008a; Williams et al., 2008;
Knippertz and Todd, 2010] and other deserts worldwide
[Idso et al., 1972;Membery, 1985; Chen and Fryrear, 2002;
Takemi, 2005; Miller et al., 2008]. Because of the diurnal
cycle of deep moist convection haboobs tend to cluster in the
late afternoon until early morning [Emmel et al., 2010].
There is an ongoing debate in the scientific community on
how much haboobs contribute to total dust emission, partly
caused by the difficulties of satellites to detect dust under-
neath convective cloud shields and problems in distin-
guishing and tracking specific events [Engelstaedter and
Washington, 2008; Williams, 2008]. Another aspect of
debate is subsequent wet deposition of dust particles by
convective rains, but SEVIRI dust imagery has recently
revealed that at least the northern parts of many large dusty

cold pools can move sufficiently far away from the precip-
itation area (see Knippertz and Todd [2010] for examples).
Figure 14d shows a CALIOP lidar cross section through the
cold pool of an extended haboob penetrating from Niger into
southern Algeria (Figure 14c). The sharp, inclined leading
edge is clearly visible in the lidar profile connecting with an
elevated dust layer from the previous day further south.
Their enormous spatial scale and vigor make haboobs one of
the most spectacular features in dust research.
[46] Modeling haboobs is a great challenge closely tied to

a realistic representation of organized moist convection with
a clear dependence on horizontal resolution and convection
parameterization [Knippertz et al., 2009a; Reinfried et al.,
2009; C. Cavazos and M. C. Todd, Model simulations of a
complex dust event over the Sahara during the West African
monsoon onset, submitted to Advances in Meteorology,
2011] (Figures 14e and 14f). Recent results by Marsham
et al. [2011] have shown that the contribution from

Figure 11. Characteristic synoptic scale weather system associated with dust emission: explosive
anticyclogenesis. (a) SEVIRI false color dust composite at 1200 UTC 7 March 2006 (see the
Figure 3 caption for explanation) overlain with 925 hPa winds from a regional climate model version 3
(RegCM3) simulation. (b) Corresponding AOT from the same model simulation showing good qualitative
agreement with the observations. Figures 11a and 11b are from Cavazos et al. [2009, Figure 3].

Figure 12. Characteristic summertime dust emission pro-
cess: the monsoon nocturnal surge. Airborne lidar-derived
atmospheric reflectivity at 732 nm along a vertical cross sec-
tion between Niamey (Niger) and southern Algeria observed
during the AMMA special observation period 2 peak mon-
soon (0602–0658 UTC 7 July 2006) [Bou Karam et al.,
2008, Figure 7]. The high reflectivity between 18°N and
19°N marks the leading edge of the southwesterly monsoon
flow that accelerates in the course of the night. The black
lines are lines of constant potential temperature indicating
the stable stratification in the early morning hours.
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haboob dust emission changes dramatically between
simulations using the same model with and without con-
vective parameterization. There are examples of large
haboobs over the Sahara, which are not even represented
in analysis data because of a lack of observations and
difficulties with getting the model to generate the parent
convection [Knippertz et al., 2009b]. The key problem is
that convective parameterizations are designed to release
convective instability within a model grid box and there-
fore do not allow for the spatial separation of the up- and
downdrafts that are crucial to the mesoscale organization
and the formation of cold pools, which in reality can
easily reach dimensions of many grid boxes of a typical
regional model as shown by Figures 14c–14f. Another issue
is the correct initiation of convection in the model, which
is sensitive to surface topography and soil moisture hetero-
geneity [Taylor et al., 2011]. Moist convection can also
be associated with very small-scale and short-lived intense
wind events, sometimes referred to as “dry microbursts”
[Wakimoto, 2001]. These can be expected to cause dust
emission too, but there is very limited research on this topic
so far. These results, in particular, those of Marsham et al.
[2011], suggest that an important dust emission mechanism
is not satisfactory represented in the majority of dust models,
which has important ramifications on the diurnal cycle and
the activation of source regions in the Sahel, where haboobs
are most common. There is a need to better quantify the
contribution of haboobs to dust emission, transport, and
deposition and to explore cost-effective ways to better rep-
resent their impacts in models.
3.2.4. Microscale
[47] On scales of a few to several hundred meters, turbu-

lent circulations in the dry convective daytime PBL over
deserts can cause considerable emission over bare dry lands
on days with high insolation and weak background winds
[Sinclair, 1969; Ansmann et al., 2009b]. These can take
the form of more compact rotating dust devils and larger,
longer-lived nonrotating dusty plumes [e.g., Koch and Renno,
2005]. There are relatively few high-quality observations
of these features over the Sahara. Satellite data is clearly too
coarse to monitor microscale systems and in situ measure-
ments are challenging because of logistics. Figure 15a shows
lidar measurements from summertime southern Morocco,
which give a good indication of the frequency and depths of
dusty plumes that stand out as areas of high depolarization
(red colors). Clearly identifiable plumes occur on timescales
of 10–30 min. Maximum depth increases in the course of
the morning reaching values of up to 2 km above the
ground (3 km above sea level) around midday.
[48] The contribution of dust devils and dusty plumes to

the global dust emission is unknown, but extrapolations of
limited observations in North America suggest values of up
to 35% [Koch and Renno, 2005]. The applicability of these
measurements to the Sahara, however, is not clear because
of differences in land surface and PBL characteristics and
most evidence from satellite data and field campaigns sug-
gests that synoptic and mesoscale processes dominate. The
increase in computer capacities in recent years has made it

Figure 13. Characteristic summertime dust emission pro-
cesses: the synoptic scale surface trough. (a) Mean sea level
pressure and 925 hPa wind anomalies associated with large
positive perturbations in TOMS AI over the western Sahara
(black box in all figures) during June–September 1979–
1993. The patterns indicate enhanced cyclonic winds in
the area of the surface trough of an African easterly wave
during dust events. (b) SEVIRI dust product (see the
Figure 3 caption for explanation) for an example case on
18 July 2006 showing a marked dust plume over the western
Sahara. (c) OMI AI (shading), 925h Pa winds (vectors), and
the intertropical discontinuity (red line) for the same time.
Strongest dust signals occur in the northeasterly flow around
the cyclonic center and are associated with convection and
haboob dust events in the southerly flow [Knippertz and
Todd, 2010, Figures 4g, 5c, and 5d].
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Figure 14. Characteristic summertime dust emission process: haboobs. (a) Photograph of the leading
edge of a haboob in Hombori, Mali (photo courtesy of Françoise Guichard, CNRS Photothèque). (b) Sur-
face measurements of PM10 concentrations and wind speed at Cinzana (Mali) showing the passage of two
haboobs during 5–7 June 2006 [Marticorena et al., 2010, Figure 15]. View from space of a haboob around
0130 UTC 3 July 2010 showing (c) MSG SEVIRI and (d) CALIOP data as in Figure 3. Going south to
north the CALIOP section shows altocumulus clouds over southern West Africa, elevated dust from the
previous day around 17°N, the sharp inclined leading edge of the haboob, and possibly dust gliding onto
cooler Mediterranean air in the north. (e and f) Simulations of a haboob near the High Atlas in Morocco on
3 June 2006. Shown are model topography, 10 m winds, and precipitation. While the simulation using
7 km grid spacing and the Kain-Fritsch convection scheme (Figure 14e) struggles to reproduce the event,
a 2.8 km simulation with explicit deep convection (Figure 14f) performs much better [Reinfried et al.,
2009, Figure 8].
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possible to generate idealized large eddy simulations of dust
devils with resolutions down to a few meters for research
purposes [Kanak, 2005; Ohno and Takemi, 2010; Raasch
and Franke, 2011; Sullivan and Patton, 2011]. An exam-
ple from such a conceptual simulation is shown in
Figure 15b. The structure of vertical motions at 40 m above
ground indicates PBL eddies bounded by areas of strong
uplift. The associated horizontal convergence at the surface
is most likely associated with dusty plumes in the more
intense regions. In addition, the model shows the formation
of a rotating dust devil at the intersection of several uplift
branches (marked by a black dot). Theoretical, observa-
tional, and modeling studies show that dust devils are sen-
sitive to sensible heat flux, background wind, and PBL depth
[Rennó et al., 1998]. The effects of dust devils are not con-
sidered in dust models so far and are unlikely to be reflected
in TKE approaches as the one by Cakmur et al. [2004] (see
end of section 2.3.1), as these assume isotropic eddies in the
PBL.
3.2.5. Vertical Dust Transport
[49] As described in section 3.1.3, the summertime verti-

cal structure of the dust distribution is complex. Recent

measurements have revealed a variety of dynamical control
mechanisms for mixing and transport. These are summarized
by Cuesta et al. [2009] and schematically depicted in
Figure 6. Dust emitted over the Sahara (most often in the
hours after sunrise, see section 3.1.2) will be mixed verti-
cally through the Saharan convective boundary layer
(SCBL). This occurs most strongly during the hot summer
season when observations reveal that the SCBL extends up
to �5–6 km across a vast extent of the central Sahara north
of the ITD (Feature I in Figure 6). Dust is typically well
mixed throughout this layer within a day or two of emission
as exemplified in Figure 3.
[50] Dynamical lifting occurs when cooler air intrudes into

the Sahara most commonly along the ITD where the mon-
soon flow undercuts the SAL or when midlatitude weather
systems advect cooler air from the Atlantic sector (Features
II.b and II.a, respectively, in Figure 6). The resulting slanting
isentropes cause an upgliding of the dusty SAL over the
monsoon or midlatitude air. The elevated SAL is clearly
visible as a ubiquitous feature in CALIOP lidar profiles
south of the ITD (Figure 3). Further, more detailed features
in the vertical structure of the SCBL are associated with the

Figure 15. Microscale emission processes. (a) Observations of dusty plumes by lidar taken on 16 May
2006 between 1040 and 1258 UTC in Ouarzazate, southern Morocco, during SAMUM-1. The dust
plumes stand out as regions of high depolarization reaching up to 2 km above ground level [Ansmann
et al., 2009b, Figure 2]. (b) High-resolution large eddy simulations of dry convection in an active daytime
desert boundary layer with a forming dust devil marked by a black dot. Shown is vertical motion at 40 m
above ground. (c) Flow visualization using trajectories with colors showing horizontal wind speed [from
Raasch and Franke, 2011, Figures 2 and 11].
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effects of topography and surface albedo patterns. Horizon-
tal flow over and around major topographic barriers (e.g., the
Hoggar and Tibesti Mountains) can induce variations in
wind speed and in the depth of the SCBL (a hydraulic
“jump”) downwind of mountains [e.g., Drobinski et al.,
2005] (Features II.a and II.b in Figure 6). Localized heat-
ing over regions of low albedo associated with particular
geological features and mountains can result in hot spots
driving deeper convection during daytime (Features III.c and
III.d, respectively, in Figure 6). This has implication for
vertical mixing in those areas and for the compensating
circulation and vertical structure of the SCBL in the sur-
rounding areas [Marsham et al., 2008b].
[51] Fine detail on the vertical structure of dust was pro-

vided by lidar observations during SAMUM-1 in southern
Morocco, providing the first surface lidar observations of the
full diurnal cycle of dust transport and mixing. These
observations have shown that during stable nighttime con-
ditions differential advection can lead to complicated layer-
ing in the lowest �5 km of the atmosphere, which are then
mixed vertically in the course of the following day
[Knippertz et al., 2009b]. The different layers can be sepa-
rated by weak lids, which are often poorly resolved in
numerical models because of insufficient vertical resolution.
This can cause a too early mixing of air from difference
layers. Similarly, simulations of summertime dust events
with the Weather Research and Forecasting (WRF) regional
model reveal that too weak inversions at the SCBL top allow
dust to be mixed to excessive heights (Cavazos and Todd,
submitted manuscript, 2011).

4. CONCLUSIONS AND FUTURE DIRECTIONS

[52] Mineral dust aerosol is an important component of the
Earth system and efforts to incorporate the effects of dust in
weather and climate models is at the cutting edge of the
discipline. The Sahara desert is by far the world’s dominant
dust source with implications for the local, regional, and
global climate. This paper summarizes the advances made in
recent years in our understanding of mineral dust processes
over the Sahara, emerging primarily from analysis of (1) new
satellite observations, (2) intensive field and airborne obser-
vational campaigns, and (3) high-resolution regional model
simulations. The emphasis here is specifically on the mete-
orological processes of dust emission and transport. What has
emerged from this research is (1) a greatly improved quan-
titative representation of the 4-D structure of Saharan dust
plumes, (2) a more complete list of the multiscale meteoro-
logical processes responsible, and (3) a deeper understanding
of the utility and key limitations of models in representing
these processes.
[53] There are fundamental differences between the winter

and summer conditions. The former is characterized more
by synoptic scale processes and often dry dynamics leading
to episodic strong dust events affecting mostly the lowest
1.5 km of the atmosphere. Cyclonic storms in the northern
Sahara and surges in the harmattan or Etesian winds farther
south associated with a pulsing of subtropical high-pressure

systems are dominating. The summertime is more complex
involving a wider range of sources and mechanisms, leading
to a much deeper dust layer that frequently gets elevated
when advected over cooler air surrounding the Sahara.
Important meteorological features include AEWs and inter-
actions with midlatitude troughs, the SHL, the monsoon
circulation, haboobs, and dust devils and dusty plumes in the
dry convective PBL. Nocturnal LLJs are common during
both winter and summer and are an important control on
diurnal variations in dust distribution.
[54] We can identify a number of critical challenges that

should be addressed in future research substantially associ-
ated with the representation of peak winds.
[55] 1. The role of moist convective processes and cloud/

precipitation systems is clearly central to dust emission,
transport, and deposition in the Sahara and the Sahel during
summer, most vividly expressed through the dramatic
haboob dust events. However, even regional models running
at grid spacings as low at 10 km do not adequately represent
these processes, neither in climatological terms nor for
weather forecasting. Addressing this is especially problem-
atic as it requires improvements both in models and in
detailed observations of aerosols under cloud systems,
which is not currently possible from any of the satellite or
ground-based observational systems. Representing moist
convective processes has long been recognized as a chal-
lenge to models and was part of the rationale for the AMMA
and other campaigns. However, the overwhelming emphasis
in previous research has understandably been on represent-
ing precipitation processes and there is a clear need for a
focused effort to observe and simulate the extreme wind
events associated with moist convective processes.
[56] 2. The role of dry convective processes in the PBL on

dust emission and mixing. There are two components to this.
First, the contribution of dry convective eddies (dust devils)
to dust emission remains essentially unknown. During
summer, in particular, the deep SAL has a high background
aerosol load. It is not clear to what extent this is the result of
mixing and transport of dust from episodic synoptic and
mesoscale events or from microscale dust devil–like pro-
cesses. The latter are not at all well observed from satellite
and existing surface observations over the Sahara are not
adequate to resolve them. The “Fennec” project, combining
detailed surface observations and high-resolution, eddy-
resolving modeling, should provide valuable insights in this
regard. Second, while the LLJ features have been high-
lighted as central to dust emission and transport, there
remain substantial uncertainties in model representation of
LLJs through inadequate handling of the fine detail of the
nocturnal stable PBL as well as the downward mixing of
LLJ momentum during the buildup of the PBL in the
morning. The timing and height of vertical mixing of dust
during the day is controlled by often subtle layering in the
atmosphere, which models struggle to resolve. In addition,
there remains the problem of a lack of detailed information
on land surface characteristics (soil texture, moisture,
roughness, and land cover characteristics) and its temporal
variations, required by physically based emission schemes.
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[57] Addressing these challenges requires a combination
of (1) more extensive, fine-grained observational programs,
such as the recent Fennec field campaign; (2) further
advances in satellite retrievals with high-resolution model-
ing; (3) more thorough testing, evaluation, and sensitivity
studies of model parameterization of meteorological pro-
cesses (e.g., PBL, convection, and microphysics schemes)
and dust processes (emission and deposition); and (4) a
concerted effort to develop model parameterizations spe-
cifically tested for the unique conditions of the Sahara
desert. The last is the goal of the recently started “Desert
Storms” project at the University of Leeds (http://www.see.
leeds.ac.uk/research/icas/working-groups/knippertz/projects/
desert-storms/). Representing subgrid-scale wind variability
through probability density functions on the basis of mea-
sures of turbulence [Cakmur et al., 2004] is a promising
general concept that will be followed in this project. This
approach, however, is of limited advantage if the process
generating the turbulence (the LLJ or its breakdown, the
haboobs, the dust devil, etc.) is not satisfactorily represented
in the model in the first place, calling for further parameter-
ization efforts on the level of single meteorological processes
involved in peak wind generation. We expect that for the
time being, dust modeling will have to rely on some degree
of tuning to account for the lack of high-resolution soil
information, but that the new insights gained in recent
years will lead the way to a more physical representation
of smaller-scale meteorological processes that will ulti-
mately improve geographical variations, vertical structure,
seasonality, and the diurnal cycle of the dust distribution
in models as well as short-term forecasts of dust hazards and
air quality.
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[1] A vast, arid, and virtually uninhabited region covering eastern Mauritania and
northern Mali appears in satellite estimates of dust loading as the global maximum during
boreal summer. Here the complex meteorological conditions that create this central
western Sahara (CWS) dust hot spot are investigated on the basis of regression analyses
and case study examples using a wide range of satellite analysis products. The results
confirm the importance of African easterly waves (AEWs), previously hypothesized on the
basis of case studies. The main ingredients to create this connection are as follows.
(1) Strengthened southerlies to the east of an AEW trough advect moist air into the
southern Sahara. Daytime heating and orography trigger moist convection in this air mass.
Strong evaporation in dry midlevel air generates extended cold pools and haboob dust
storms. (2) Vertical mixing brings dust into the upper parts of the deep Saharan boundary
layer, from where it can be advected back into the CWS region with the northerlies ahead
of the next AEW trough. (3) If the associated surface vortex is strong enough, more dust
emission occurs within or just upstream of the CWS. (4) High‐amplitude waves in the
subtropics enhance the meridional flow associated with the AEW. Although there is a
considerable case‐to‐case variability, it can be concluded that AEWs in concert with
extratropical disturbances substantially contribute to the hot spot creation both through
emission and the organization of transport. Disagreement between different satellite
products and the presence of clouds complicate the analysis and underline the necessity for
new observations.

Citation: Knippertz, P., and M. C. Todd (2010), The central west Saharan dust hot spot and its relation to African easterly waves
and extratropical disturbances, J. Geophys. Res., 115, D12117, doi:10.1029/2009JD012819.

1. Introduction

[2] It is now widely recognized that mineral dust aerosols
are an important part of the climate system [Forster et al.,
2007]. This is by virtue of the direct effect on the radia-
tion budget [e.g., Haywood et al., 2001], the indirect effect
on cloud properties [e.g., Richardson et al., 2007], and the
semidirect effect of this on the atmospheric circulation. Dust
deposits also influence terrestrial and oceanic ecosystems
and therefore the global carbon cycle [e.g., Jickells et al.,
2005].
[3] Climatological analyses of atmospheric mineral dust

loadings based upon different satellite estimates consistently
point to a vast, arid, and virtually uninhabited region in
eastern Mauritania and northern Mali as one of the most
active hot spots worldwide, particularly during the months
of June to September [Brooks and Legrand, 2000; Prospero

et al., 2002; Washington et al., 2003; Engelstaedter et al.,
2006]. For the lack of a better terminology the authors
will refer to this region as the central western Sahara (CWS)
for the rest of this paper. Due to its remote location and
hostile climate, the CWS region has only been analyzed on
the basis of satellite observations and model experiments.
The CWS hot spot is evident in independent satellite pro-
ducts including Aerosol Optical Thickness (AOT) estimates
from Multiangle Imaging SpectroRadiometer (MISR) visi-
ble data and the Aerosol Indices (AIs) from the Total Ozone
Mapping Spectrometer (TOMS) and the Ozone Monitoring
Instrument (OMI), which both observe at UV wavelengths
(Figure 1; see section 2.1 for more information on the data).
It is often assumed that high dust loadings imply collocated
strong surface sources. This assumption is probably not
justified for most synoptic‐scale single emission events,
when the strong winds that mobilize the dust also transport it
away rather quickly, and might not even be true in a cli-
matological sense for regions with a clear prevalence of
wind direction. A possible indication of this problem is the
shift in activity maxima over West Africa between some of
the long‐term satellite aerosol products (compare Figure 3
of Engelstaedter et al. [2006] with Figure 2 of Brooks and
Legrand [2000]). In fact, a recent 2 year source activation
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climatology based upon data in 15 min temporal resolution
from the Spinning Enhanced Visible and Infrared Imager
(SEVIRI) flying on the geostationary Meteosat Second
Generation satellites points to regions to the east and north
of the CWS as more important dust sources [see Schepanski
et al., 2009, Figure 1]. Another issue in this context is the
near‐noontime sampling of some satellites leading to a
misrepresentation of sources activated by afternoon con-
vective activity [Schepanski et al., 2007].
[4] While the meteorological mechanisms controlling dust

emissions from prominent local sources such as the Bodélé
Depression in northern Chad are now much better under-
stood [Washington and Todd, 2005; Washington et al.,
2006; Todd et al., 2008], the geological, geomorphologi-
cal, and meteorological reasons that make the vast CWS
region such a prominent hot spot are still unclear. Prospero
et al. [2002] and Washington et al. [2003] describe the
region as a complex low‐relief terrain with few distinctive
features, which may have received alluvial deposits from the
Niger river and from wadis draining the Hoggar and Adrar
des Iforas uplands to the north and east in the past, as
indicated by several ancient lake beds. The source activation
frequency map of Schepanski et al. [2009] does in fact
indicate localized sources, associated substantially with
surface drainage features, rather than the broad area of high
aerosol loadings from the AI and MISR AOT products
(Figure 1).
[5] Meteorological processes of potential importance to

dust emission in the Sahara range from microscale to con-
tinental scale and can be grouped into four different me-
chanisms: mechanism A, dry boundary layer convection
such as dust devils and dust plumes [Koch and Renno, 2005;
Ansmann et al., 2009]; mechanism B, mesoscale “haboob”
dust storms related to the gust fronts of organized convec-
tive systems, mostly originating from the Sahel [Sutton,

1925; Lawson, 1971; Williams et al., 2008]; mechanism
C, synoptic‐scale emissions related to a downward mixing
of momentum from nocturnal low‐level jets (LLJs) in the
northeasterly harmattan flow [Knippertz, 2008]; and mech-
anism D, strong winds and high turbulence at the leading
edge of the southerly monsoon flow (called the Intertropical
Discontinuity (ITD))[Flamant et al., 2007; Bou Karam et
al., 2008].
[6] Engelstaedter and Washington [2007] investigated the

mean annual cycle of dust loading over the CWS region as
estimated from the TOMS AI and found a better correlation
of dustiness with 10 m wind convergence and gustiness than
with mean wind speed. They concluded that this points to a
prevalence of small‐scale processes (mechanism A).
Marsham et al. [2008] on the other hand showed a relation
between dustiness and downdraft convective potential
energy and interpreted this to underline the importance of
haboobs (mechanism B). Knippertz [2008] argued that the
strong diurnal cycle involved in mechanism C can create a
close relationship between gustiness and dust on the meso-
scale and synoptic scale in agreement with the analysis of the
diurnal cycle of dust plume emissions by Schepanski et al.
[2009]. There is a clear need to better understand these indi-
vidual processes and their relative importance, not least to
evaluate the fidelity of the aerosol components of climate
models.
[7] Synoptic‐scale variability over West Africa during

summer is dominated by African Easterly Waves (AEWs)
[Burpee, 1974; Kiladis et al., 2006, and references therein].
Previous work based upon case studies [Karyampudi and
Carlson, 1988; Westphal et al., 1988; Karyampudi et al.,
1999] and dust model simulations driven by analyzed
wind fields [Jones et al., 2003] has shown that AEWs
modify dustiness over the downstream eastern Atlantic. For
the dust generation in the CWS region itself, Knippertz

Figure 1. Climatological mean aerosol loading over North Africa during June–September. Mean MISR
AOT at 558 nm wavelength 2000–2006 (shading) and mean TOMS AI 1979–1992 (solid contours). Also
shown are 500, 750, and 1000 m surface elevation (blue dashed contours) and relevant geographical fea-
tures (blue box marks central western Sahara region, circle marks Bodélé Depression, triangle marks Aïr
Mountains, and square marks Adrar des Iforas Uplands).
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[2008] discusses impacts of occasional shifts of the position
of the heat trough over West Africa related to extratropical
disturbances. The precise role of AEWs in this process re-
mains to be determined. Possible mechanisms relating
AEWs and dust emission are variations in the near‐surface
pressure that lead to stronger nighttime accelerations toward
the pressure trough (mechanisms C and D) or by favoring
the occurrence of haboob dust storms at the southern margin
of the Sahara through the northward advection of moisture
(mechanism B) [Fink and Reiner, 2003].
[8] The aim of this paper is to provide the most com-

prehensive analysis of the association of AEWs and extra-
tropical disturbances with dust generation over the CWS
region conducted to date. Unlike previous studies, this will be
achieved by statistical analysis of long‐term satellite aerosol
and meteorological products (section 3) and through detailed
analysis of representative case study events (section 4). The
main objective is to assess the relative importance of
mechanismsB–D as explained above and to better understand
their relation to AEWs. A meaningful assessment of mecha-
nism A is difficult to make from the available data. In addi-
tion, section 2 contains a description of the employed data and
methods, and section 5 provides a discussion of the results
and the main conclusions.

2. Data and Methods

[9] Understanding the association of AEWs with dust
generation and transport is strongly aided by observational
data with extensive space/time coverage. The only such
source of information on aerosols over the CWS is satellite
data. In this study we utilize a number of independent, long‐
term satellite aerosol products to ensure robust results from
statistical analysis. To provide insights into atmospheric
controls on dust mechanisms the day‐to‐day variability in the
aerosol loading over the CWS in conjunction with informa-
tion on the state of the atmosphere is examined. Our approach
here is to undertake a self‐consistent analysis of both (1) the
generalized statistical association of CWS dust variability and
the large‐scale circulation from long‐term data (section 3)
and (2) detailed analysis of case studies objectively selected
from these same aerosol data (section 4).

2.1. Observational Data

[10] Three different types of satellite data are used in
this study. The AI from TOMS and OMI is derived from
the spectral contrast of measurements in two UV channels
(340 nm and 380 nm) providing a dimensionless index,
which has been shown to have an approximately linear
relationship to the column AOT for smoke and dust aerosols
[Herman et al., 1997; Hsu et al., 1999; Torres et al., 2007;
Christopher et al., 2008]. Over summertime West Africa the
AI predominantly reflects dust, but smaller contributions
from other aerosols cannot be excluded. Both OMI and
TOMS AI are sensitive to the vertical distribution of the
aerosol. There is an ongoing debate about how well the AI is
able to capture dust below about 1.5 km [Herman and
Celarier, 1997; Torres et al., 2002]. The potential height
bias would underestimate atmospheric dust content in
regions with low‐level dust transport or a shallow boundary
layer [Mahowald and Dufresne, 2004]. The TOMS AI
covers the period 1979–1992 at 1.25° longitude by 1° lati-

tude resolution, whilst the OMI AI product covers the period
2005–2007 with a resolution of 0.25°. The higher resolution
of OMI substantially reduces, but certainly does not elimi-
nate, the likelihood of subpixel cloud contamination [Ahn et
al., 2008].
[11] The second data set used is retrievals of AOT at 558 nm

wavelength from MISR onboard the National Aeronautic and
Space Administration (NASA) Terra spacecraft with a local
equatorial crossing time of 1030 h. MISR observes the Earth
using nine cameras distributed at different angles in four
wavelengths, allowing quantification of tropospheric aerosols
[Bothwell et al., 2002]. The spatial resolution is about 20 km
but the narrow swath limits the temporal resolution to around
one week, impeding a robust statistical analysis of the rela-
tionship with the large‐scale atmospheric circulation on a daily
basis. Here the 0.5° daily gridded product for 2000–2007 is
used.
[12] For the case studies in section 4 we employ a fairly

new (available since 2004) product based on brightness
temperatures (BTs) from three SEVIRI infrared (IR) chan-
nels. These images are composited using BT differences
10.8 mm minus 12.0 mm for red, 10.8 mm minus 8.7 mm for
green, and BTs at 10.8 mm for blue (for more details see
http://oiswww.eumetsat.org/WEBOPS/msg_interpretation/
atmospheric_constituents.php). Although this product only
provides a qualitative estimate of dust loading, the high
temporal resolution of 15 min allows a detailed analysis of
dust emission and transport [Schepanski et al., 2007]. It is
particularly suited to detect freshly emitted dust due to the
sensitivity of IR channels to the existence of a coarse mode
[Sokolik et al., 1998]. The red color in these images is
closely related to dust particle size, while the blue color is
more sensitive to dust optical depth [Li et al., 2007]. A
decrease in IR signals relative to products based on shorter
wavelengths (such as OMI) with transport distance has been
observed [Pierangelo et al., 2004]. In contrast to OMI, most
IR techniques including the SEVIRI dust product are not
very sensitive to dust layer height [Wald et al., 1998]. There
is, however, a sensitivity of the employed IR channels to
water vapor, which leads to problems with detecting dust
over the moist southern parts of West Africa in summer
[Chaboureau et al., 2007; Flamant et al., 2007].
[13] Information on the state of the atmosphere was

obtained from two independent reanalysis products, the
National Center for Environmental Prediction (NCEP)
reanalysis (daily means, 2.5° grid, 1979–2007 [Kalnay et
al., 1996]) and the European Centre for Medium‐Range
Weather Forecasts (ECMWF) ERA‐Interim reanalysis
(1200 UTC fields, 1° grid, 1989–2007 [Uppala et al.,
2008]). Atmospheric fields of geopotential height and
winds at 1000 hPa and 700 hPa, and specific humidity
at 1000 hPa were chosen to enable diagnosis of AEW
activity and controls on dust emission and convection.
In addition, satellite outgoing longwave radiation (OLR)
observations from the National Oceanic and Atmospheric
Administration (NOAA; 2.5° daily mean [Liebmann and
Smith, 1996]) were employed as a proxy for deep convec-
tion over the region. For the case studies in section 4 opera-
tional ECMWF analyses of 1200 UTC mean sea‐level
pressure (MSLP) and its anomalies with respect to long‐term
monthly means were used.
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2.2. Time Series Generation

[14] Daily time series of AI from TOMS and OMI, and
MISR AOT for the CWS region were created by averaging
the gridded satellite products over the region 16°N–22°N,
0°–10°W, broadly encompassing the zone of mean maxi-
mum aerosol loading during June–September in both the AI
and MISR AOT products (blue box in Figure 1). The narrow
swath of MISR precludes full coverage of this region during
one overpass and therefore only those satellite passes with
more than 25% coverage were included in creating the daily
area average to ensure representative sampling. For each
time series daily anomalies were calculated with respect to
the 30 day running mean of the daily climatology (i.e., the
mean of each day averaged over the period of the particular
data record). These daily anomalies were then standardized
separately for each data type (TOMS, OMI and MISR) by
dividing by the standard deviation of daily anomalies for
that particular data set. This way the resulting time series are
comparable between the different sensors. In the case of
TOMS and OMI AIs, high‐pass filtering was applied to
retain variance at time scales less than 10 days associated with
synoptic‐scale disturbances (irregular temporal sampling
from MISR precludes time filtering). Data for the months
June–September were then extracted for statistical analysis.
These time series, hereafter referred to as AI(TOMS)CWS,
AI(OMI)CWS, and AOTCWS, represent the standardized var-
iability in dust over the CWS over extended periods. The time
series for boreal summer 2006 is shown in Figure 2, and forms
the basis of the selection of case study events in section 4.
Note that the poor temporal and spatial sampling of MISR
together with the time filtering applied to theOMI datamake a
comparison between the two time series difficult.

2.3. Method

[15] The association of AEWs and CWS dust is determined
by projecting the atmospheric fields onto the dust time series
by linear regression. This method has been successfully
applied to dynamical structures in the tropical atmosphere
including AEWs in many previous studies [Kiladis and
Wheeler, 1995; Kiladis et al., 2006]. The time series of
the dynamical field (technically the predictand, e.g., NCEP
1000 hpa geopotential height) at each grid cell within a wider
North African/European domain is first converted to daily

anomalies with respect to the 30 day running mean of the
climatological value (1961–1990) and then filtered to retain
high‐frequency variance at time scales less than 10 days.
These gridded anomaly time series are then regressed against
the CWS dust time series (technically the predictor, e.g.,
AI(OMI)CWS). The resulting regression coefficients at each
grid cell represent the linear dependence of the predictand
at that location on variability in the aerosol loading over the
CWS region. Using regressions, in which the predictand leads
or lags the predictor by −5 to +5 days, the time evolution
of the anomalies can be inferred. In the following text our
notation is such that LAG‐3 refers to the regression where the
atmospheric field lead the aerosol time series by 3 days. The
results can then be presented as maps of the anomalies in the
large‐scale dynamical field associated with a particular per-
turbation in aerosol over CWS, in this case +2 standard
deviations. We will refer to these as “representative pertur-
bations” for the rest of the paper. This term is chosen to
indicate that the shown circulation anomalies are not associ-
ated with specific real events but represent conditions asso-
ciated with “typical” major dust outbreaks (see Figure 2).
Statistical significance (at the 0.05 level) at each grid cell is
determined from the correlation coefficient of the two time
series.
[16] The real cases studied in section 4 complement this

analysis. Specific examples of major CWS dust events are
identified from the time series of AI(OMI)CWS, specifically
those events greater in magnitude than +2 standard devia-
tions. These are then analyzed independently to reveal the
involved specific circulation structures. Unlike the bulk
statistical analysis described above the case study analysis is
able to utilize high‐resolution (but qualitative) information
on dust emission from the SEVIRI instrument, to reveal the
role of mesoscale circulation features and their relationship
to the broader structures of AEWs.

3. Statistical Relationship of Dust and
Atmospheric Circulation

[17] The bulk statistical relationships between CWS aero-
sol load and the large‐scale circulation are quite insensitive to
the choice of reanalysis data and aerosol product. We there-
fore present only results for the combination of data with the
greatest temporal coverage, namely the TOMS AI and NCEP
reanalyses during 1979–1992. Conditions where other data
give substantially different results are highlighted. Figure 3
shows a time‐longitude plot of geopotential height anoma-
lies at 1000 and 700 hPa along 15°–20°N associated with a
representative perturbation in AI(TOMS)CWS. The former
level was chosen for its importance for dust mobilization,
while 700 hPa reflects both AEW activity and upper‐level
disturbances from the extratropics. The time dimension here
is derived from the lag/lead regression of the aerosol time
series and atmospheric data. The results clearly indicate a
westward propagation of alternating positive and negative
geopotential anomalies over theWest African domain (10°E–
20°W) during the period leading and following the aerosol
anomaly over the CWS with a propagation speed of approxi-
mately 800 km d−1 (around 9 m s−1) and a wavelength of
around 3500 km. The 700 hPa trough is displaced eastward
(i.e., upstream) relative to 1000 hPa, indicative of low‐level
baroclinicity. Such a structure is characteristic of AEW

Figure 2. Time series of AI(OMI)CWS (blue line) and
AOTCWS (red dots) for boreal summer 2006 (dates given
as dd/mm). The 2 standard deviation line and the four events
studied in section 4 are marked. For more details on how the
indices are computed, see section 2.
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activity centered on 15°N in the study of Kiladis et al.
[2006]. With zero lag in the regression analysis, the CWS
region lies within or just to the west of the AEW low‐level
trough and in the northerly sector at 700 hPa. This basic
structure is essentially the same for analysis of all the other
aerosol data used (OMI AI and MISR AOT, not shown) and
can therefore be considered a robust result. Regressions of
AI(TOMS)CWS (AI(OMI)CWS) against TOMS (OMI) AI
anomalies averaged over 15°N–20°N give evidence of a
dust signal propagating across the CWS from about 5°E
(not shown). This suggests a contribution from dust emis-
sion from sources to the east of the CWS associated with the
propagating AEW. This issue is considered in more detail
below. The poor temporal sampling of MISR precludes a
usefully regression of AOTCWS against gridded AOT.
[18] Figure 4 shows the equivalent results as latitude‐

longitude maps for LAG‐3 to LAG0, presenting geopotential
height and wind at 1000 and 700 hPa with the former overlaid
by specific humidity anomalies and the latter by satellite OLR
anomalies. For LAG‐3, a clear and statistically significant
signal in 1000 hPa geopotential height is found (Figure 4a).
The anomalies over West Africa show the typical structure of
an AEW with a negative anomaly of about 7 gpm centered
near 16°N, 12.5°W and a positive anomaly of similar shape
and magnitude about 16° farther east. The corresponding
low‐latitude anomalies at 700 hPa are shifted eastward by
several degrees longitude, reflecting the low‐level baroclinic
structure of the waves (Figure 4b). Particularly at this higher
level the AEW trough is connected with a pronounced
extratropical negative geopotential height anomaly with a
center over the Canary Islands. LAG‐4 maps indicate an
origin of this anomaly over the Iberian Peninsula (not shown).
Together the two disturbances create an extended region of
strong southerly flow that stretches from the Gulf of Guinea
to the southern side of the Atlas Mountains. This flow sig-
nificantly enhances the moisture content over western Niger
and northernMali (red line in Figure 4a), mainly to the east of

the study region (marked with a box in Figure 4). A con-
spicuous negative OLR anomaly over the western part of
the moist anomaly indicates enhanced convective activity
(red line in Figure 4b). Anomaly wind vectors at 1000 hPa
indicate a highly ageostrophic and divergent flow out of this
region toward the northwest indicative of convective down-
drafts (Figure 4a). Anomalous wind speeds are higher than in
other parts of the AEW structure and point to some potential
for dust emission. These results are consistent with an
enhanced haboob activity in the moist southerly sector of the
wave (mechanism B from section 1), which is strengthened
through the interaction with the extratropical disturbance.
The affected regions have been identified to be preferred dust
sources due to fluvial deposits on the western and southern
slopes of the Aïr, Hoggar and Adrar des Iforas massifs
[Schepanski et al., 2009]. Certainly, details cannot be
expected to be well resolved in the coarse‐resolution data
used here, but the net effects in a statistical sense are likely
reflected in both wind analyses and OLR measurements.
Presumably most dust detection methods from satellites will
have problems to identify the associated emissions due to
cloud contamination (see the discussion on this subject by
Williams [2008]).
[19] The same images for LAG‐2 show the westward

propagation of the wave structure, a weakening of the nega-
tive anomalies over the west coast of West Africa, and the
emergence of an upstream AEW trough over southern Chad
(Figures 4c and 4d). The AEW ridge at 700 hPa, which has
now entered the study region from the east, shows a strong
connection to a high geopotential region over the Iberian
Peninsula and the adjacent western Mediterranean Sea, again
leading to extended regions of meridional flow anomalies.
The area of negative OLR anomalies, positive specific
humidity anomalies, and strong southerly wind anomalies at
1000 hPa has moved into the study region (Figures 4c and
4d), but haboob‐related dust emissions, if they occur, are
again most likely undetectable from satellites due to cloud
cover. OMI data indicate more dust emissions within the
northerly 1000 hPa wind anomaly over Niger and Chad
(not shown). The analysis for LAG‐1 (Figures 4e and 4f) is
almost a mirror image of LAG‐3. The AEW surface ridge
is now located over southern Mali and connected with a high
geopotential anomaly over northwestern Africa, while the
upstream trough lies over Niger. In between there is a region
with strong northerly 1000 hPa wind anomalies from south-
ern Algeria to northern Togo, which is probably associated
with dust emission in its northern parts. There are still
indications for potential haboob activity just to the west of
the study region. The easterly anomalies over northern Niger
at both levels are likely to help transporting dust, which
has been emitted farther east on the previous day, toward the
CWS.
[20] Finally for LAG0, the AEW ridge has propagated to

the Mauritanian Atlantic coast, while the upstream trough
reaches Mali (Figures 4g and 4h). Both show connections to
subtropical features of equal sign, particularly at 700 hPa,
creating extended areas of anomalous meridional flow.
Low‐level wind anomalies peak in the northerlies around
the intensified AEW vortex, i.e., right over the study region
and to the south of it. The vectors are clearly less ageos-
trophic than for LAG‐1, LAG‐2 and LAG‐3, but are of a
comparable magnitude so that additional dust emission can

Figure 3. Time‐longitude plot of perturbation in geopoten-
tial height (15°N–20°N) associated with a +2 standard devia-
tion in high‐pass filtered TOMS AI averaged over the CWS
region (marked with grey lines). Shading is 1000 hPa, while
contours show 700 hPa. All analysis is based on daily data
during June–September for 1979–1992.
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Figure 4. Perturbation in dynamical fields associated with a +2 standard deviation in high‐pass filtered
TOMS AI averaged over the CWS region (black boxes). (a, c, e, and g) The 1000 hPa geopotential height
anomalies with wind perturbations and specific humidity (−0.4 g kg−1 (dotted contour) and +0.4 g kg−1

(solid contour)). (b, d, f, and h) Same as Figures 4a, 4c, 4e, and 4g but for 700 hPa and contours showing
OLR perturbations (−4 W m−2 (dotted contour) and +4 W m−2 (solid contour)). For winds, humidity, and
OLR, only statistically significant perturbations are shown. Each row corresponds to a different lag rel-
ative to the AI(TOMS)CWS. All analysis is based on daily data during June–September for 1979–1992.
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be expected. This pattern is consistent with mechanism C
from section 1. The strong northerlies at 700 hPa from the
Atlas Mountains toward the Guinea Coast (Figure 4h) might
advect some of the dust, which has been mobilized in the
AEW southerly sector and then mixed to higher levels,
back into the study region, where it contributes to the high
AI(TOMS)CWS values. This process would be particularly
effective, if a detection of dust below 1.5 km is prob-
lematic as has been suggested [Herman and Celarier, 1997;
Mahowald and Dufresne, 2004]. As an interesting side
remark it is noted that the positive geopotential anomaly in
the subtropics moves faster westward than the low‐latitude
AEW disturbances (Figures 4b, 4d, 4f, and 4h). LAG0 is
also characterized by negative specific humidity and very
strong positive OLR anomalies over the study region that
suggest cloud‐free conditions (red lines in Figures 4g and
4h). Given that TOMS has a rather large view of sensor
(50 by 50 km at nadir), resulting in a high likelihood of
subpixel cloud contamination, highest AI values are pre-
sumably biased toward cloud‐free conditions and therefore
toward the northerly sectors of AEWs.
[21] The picture that emerges from these results suggests a

clear association of dustiness over the CWS region and
AEWs. The connection involves dust emission from multiple
sources over the CWS and upstream resulting from different
mesoscale to synoptic‐scale processes. AEWs act to both
initiate dust emission and to organize subsequent transport
into the CWS region. We hypothesize that this occurs as
follows.
[22] 1. Haboobs in the southerly sector of an AEW

mobilize dust within and to the east of the CWS region in
the period up to 3 days prior to the CWS dust peak. This dust
is transported northward by the haboob outflow embedded in
the large‐scale southerlies associated with the AEW and
subsequently is mixed into the upper parts of the Saharan
boundary layer.
[23] 2. In the following northerly sector, dust is read-

vected westward and southward into the CWS and more
emission takes place in the CWS region itself and upstream
in connection with the AEW cyclonic surface vortex, most
likely involving the LLJ mechanism.
[24] 3. The meridional extent of the southerly and north-

erly sectors are increased by interactions with extratropical
disturbances.
[25] 4. Enhanced cloudiness associated with item 1 poten-

tially creates a bias in the satellite estimates of dust toward
item 2.

4. Case Study Examples

[26] To further illustrate the statistical results discussed in
section 3, detailed case studies of four marked dust events
over the CWS region will be presented that exemplify typ-
ical synoptic situations. The cases are all taken from the
period of June–September 2006, for which both OMI AI
and SEVIRI dust data are available. The four cases have the
third to sixth largest daily OMI anomalies over the CWS
for this period and therefore constitute significant events
(Figure 2). The two top events (12 and 31 August 2006) are
not shown because of widespread cloud cover over the Sahara
prior to the peak in OMI AI. Both cases, however, do share
many common features with the four cases presented here.

[27] For a discussion of the relation to the larger‐scale
circulation, 1000 hPa wind fields for 1200 UTC on the days
under study are shown. The 8 g kg−1 specific humidity
contour at 1000 hPa is used to delineate the northern edge of
the moist monsoonal air. This value is closely related to a
2 m dew point of 11°C and therefore slightly drier than
standard ITD definitions that use the 14°C or 15°C contour
[e.g., Bou Karam et al. 2008].

4.1. A Strong AEW Cyclonic Vortex

[28] From 17 to 18 July 2006 the AI(OMI)CWS increased
from −0.07 to 2.02 units, the fifth highest value of the period
June–September 2006 (Figure 2). Around midday on 17
July 2006, low‐level winds show a distinct cyclonic vortex
centered over eastern Mali (Figure 5b). This feature causes
northerly flow over large parts of the CWS region. Despite
the missing anticyclonic circulation over the coast, the sit-
uation has some resemblance to the structures identified in
the statistical analysis (Figure 4g) and can therefore serve as
an illustration of a typical case.
[29] Animations of SEVIRI images (see auxiliary material

Animation S1) show the emergence of major dust plumes
from the paleolake deposits of Taoudenni in northern Mali
(23°N, 4°W) around 1000 UTC on 17 July.1 These plumes
intensify and spread southwestward in the course of the day
(see feature A in Figure 5a for the situation at 1330 UTC).
This evolution is consistent with ECMWF analyses, which
show an increase in both mean wind and gustiness near the
surface from morning to midday (not shown), suggesting a
relation to the LLJ mechanism [see Schepanski et al., 2009].
The OMI signal (Figure 5b) also highlights feature A, but
additionally indicates widespread dustiness over large parts
of Mauritania (feature B). Considering the OMI height bias
and the larger sensitivity to smaller particles (see section 2.1),
this suggests that this dust was emitted over the previous
days and has been mixed to the top of the Saharan boundary
layer. The higher moisture contents closer to the coast (red
line in Figure 5b) might also contribute to a weaker SEVIRI
signal.
[30] To the east of the vortex center southwesterlies reach

across eastern Mali to the Algerian border leading to a bulge
in the 8 g kg−1 specific humidity contour (Figure 5b; see
also the corresponding divide between brighter and darker
colors in Figure 5a). Farther south, there is strong convec-
tive activity in the southerlies (feature C in Figure 5a),
which might have supported the northward push of the ITD
through the emergence of convective cold pools [Flamant et
al., 2009]. A similar, yet weaker pattern is found over eastern
Nigeria and eastern Niger (feature D in Figure 5a).
[31] In the course of the afternoon and evening of 17 July,

deep convection forms along the southwestern border of
Algeria and moves into northern Mali in the course of the
night (see auxiliary material Animation S1). This convection
generates westward propagating cold pools, which activate
dust over the CWS. In the morning of 18 July, further
emission from the Taoudenni deposits occur, creating a
region of large signals for dust in both SEVIRI and OMI by
midday (feature E in Figures 5c and 5d; note the slight
downstream shift in the OMI data, which might be related to

1Auxiliary materials are available in the HTML. doi:10.1029/
2009JD012819.
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the height bias). Dust feature A has already reached the
eastern border of Senegal by this time. The 1000 hPa winds
at 1200 UTC 18 July indicate that the vortex has propagated
westward to the border of Mali with Mauritania without
a significant change to the wind pattern (Figure 5d). The
northward extension of moist monsoonal air is much larger
now and covers most of northern Mali. The SEVIRI product
clearly struggles to highlight dust in this region (compare
feature F in Figures 5c and 5d).
[32] One day later, the 1000 hPa vortex center lies over

western Mauritania (not shown) indicating a propagation of
about 6–7° longitude per day. This suggests that the cyclonic
circulation is the surface reflection of the northern vortex of
an AEW, which typically has propagation velocities of this
order [Burpee, 1974]. More evidence that AEW activity is
present during this period is the fairly large‐scale organiza-
tion of convection seen in Figure 5a. The exact dynamical
reasons why the surface vortex is so strong in this case (MSLP
anomalies reach 3 and 4 hPa on 17 and 18 July compared
to 1.1 hPa for a composite by Burpee [1974]) is beyond the
scope of the present paper, but will be subject of future work.
[33] This case illustrates how an AEW trough passing

through the CWS can generate dust in both the strong
northeasterly winds to the northwest of the cyclonic center
and through convective cold pools in the moist southerly
flow to the east. This dust is subsequently transported over
the CWS in northeasterly flow. These conditions are broadly

consistent with the bulk statistical analysis discussed in
section 3.

4.2. A Subtropical Wave

[34] The example of 26–27 September 2006 is character-
ized by an increase in AI(OMI)CWS from 0.22 to 2.05 units,
the latter being the fourth highest value during the entire
summer. On both days dust emission takes place in the strong
northeasterly flow across the study region, to the north of
the ITD (see Figure 6 and auxiliary material Animation S2).
Strongest activity from morning to midday points to an
importance of the LLJmechanism as in the previous case. The
plumes appear to emerge from localized sources in the
extreme south of Algeria on 26 September and from northern
Mali on the next day (feature A in Figures 6a and 6b). Again
there is a downstream shift between the SEVIRI and OMI
signals. MISR AOT (not shown) confirms much of the AI
structure underlying the qualitative nature of the SEVIRI
product, which also does not indicate the strong increase from
26 to 27 September evident from OMI AI. It is not clear to
what extent these discrepancies reflect OMI vertical bias and/
or SEVIRI sensitivity to particle size and moisture. The
comparably cloud‐free conditions in the northerlies agree
with the statistical results in section 3 (see positive OLR
anomaly in Figure 4g) and make cloud contamination an
unlikely reason for the large differences to the SEVIRI
product.

Figure 5. Dustiness and low‐level circulation during 17–18 July 2006. (a) SEVIRI dust product and
(b) OMI AI at 1330 UTC 17 July 2006. Dust appears in pink and high clouds in red colors. In Figure 5b,
vectors are 1000 hPa winds and the thick red line is the 8 g kg−1 specific humidity contour at 1000 hPa used
to delineate the northern edge of themoist monsoonal air. Both are taken fromECMWFoperational analyses
at 1200 UTC. (c and d) Same as Figures 5a and 5b but for 18 July 2006. Black boxes mark the study region,
and letters label cloud or dust features referred to in the text. Note the difference in map projection between
SEVIRI and OMI images.
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[35] The northeasterly flow across the CWS in Figures 6b
and 6d is in good agreement with the statistical results for
LAG0 (see section 3). However, in contrast to these results
and to the example discussed in section 4.1, there is little
indication of a cyclonic vortex and the 8 g kg−1 specific
humidity contour is only slightly deformed, suggesting weak
AEWactivity during this period. Instead, the strong northerlies
across Algeria and Mali, which cause most of the dust emis-
sion, are related to a wave in the subtropics. It is associated
with a strengthening and southeastward excursion of the
subtropical high into West Africa, and with the development
of a surface depression over the CentralMediterranean, which
extends a low‐pressure zone across Libyawell into the tropics
(Figure 7). MSLP anomalies associated with this pattern
reach +4 hPa over Mauritania and −8 hPa over the Libyan
coast. The unusually high amplitude of this wave appears
to be related to the presence of ex‐hurricane Helene (45°N,
23°W [see, e.g., Davis et al., 2008]), which was already
weakening on 26 September, but had a core pressure of
968 hPa on the previous day (not shown). This case illustrates
how synoptic‐scale pressure fluctuations in the subtropics can
cause dustiness in the CWS region.

4.3. A Hybrid Case

[36] Another significant dust event with an increase in AI
(OMI)CWS from 0.07 to 2.24 units (third highest value of
June–September 2006) occurred during 3–4 September 2006.
The evolution is in some sense a hybrid of the cases discussed
in sections 4.1 and 4.2 and also shows good agreement with
the bulk regression results in section 3. Wind vectors at
1000 hPa indicate a cyclonic vortex, whose center propa-
gates westward from eastern Mali/western Niger to central

Mali by 4 September (Figures 8b and 8d). This feature is
associated with MSLP anomalies of −4 and −2 hPa (not
shown). Particularly on 4 September, there are strong winds
all around the vortex, but again dust emission is most
intense in the easterlies to the north of the center from
sources in southern Algeria (feature A in Figures 8c and 8d).

Figure 6. Same as Figure 5 but for 26–27 September 2006.

Figure 7. MSLP (red contours every 4 hPa) and the perti-
nent anomalies with respect to long‐term monthly means
(shading) for 1200 UTC 26 September 2006.
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The accelerated flow over the Sahara is related to anoma-
lously high MSLP over the Mediterranean region (not
shown), which enhances the south‐north pressure gradient.
An increase in dust activity in the morning hours evident
from the SEVIRI data points to an importance of LLJs (see
auxiliary material Animation S3). In addition, moist air is
advected northward to the east of the AEW vortex with
southerlies reaching far into southern Algeria. The SEVIRI
images show deep convection there (feature B in Figure 8c),
but do not reveal to what extent the dust mobilization is
due to the strong background flow or through cold pools.
Again the SEVIRI signal is shifted upstream with respect
to OMI AI and does not show the strong increase on day 2
of the dust event. This case illustrates how tropical and
extratropical disturbances can act in concert to enhance
dustiness in the CWS region.

4.4. A Monsoon Surge

[37] The last example is a significant dust event that
deviates somewhat from the picture evolving from the sta-
tistical analysis in section 3. Between 5 and 6 August 2006
the AI(OMI)CWS jumped from −1.62 to 2.00 units, the sixth
highest value of the period June–September 2006 (Figure 2).
An animation of SEVIRI images show that the dust out-
break begins in connection with the gust fronts of two
massive convective systems that form over eastern Mali and
western Niger in the early afternoon of 3 August, and then
rapidly intensify and merge until midnight (see auxiliary
material Animation S4). There is some agreement between
this real case and the representative perturbation used in the
statistical analysis in section 3, as LAG‐3 equally shows
indications for convection in this area (Figure 4b).

[38] By midday on 4 August (should be compared to
LAG‐2) the remnants of the western convective system have
reached western Mali (feature A in Figure 9a), while the
SEVIRI dust signal shows a very pronounced convex maxi-
mum stretching from northern Mali across southern Algeria
into northern Niger (feature B), similar to a case investigated
by Westphal et al. [1988]. There is a substantial northward
excursion of moist air and strong southwesterly flow to
the east of a cyclonic circulation center over Mauritania
(Figure 9b), whose size, strength, and propagation over the
previous days suggest the surface signature of an AEW
trough. This northward surge of the monsoon is supported
by a high‐amplitude wave in the extratropics. The MSLP
chart for 4 August shows a low‐pressure system over the
Atlantic, a strongly deformed subtropical high stretching
toward the British Isles, and low pressure over the Medi-
terranean Sea and adjacent Africa (Figure 10). The juxta-
position of the AEW trough (MSLP anomaly of −7 hPa)
with an extratropical low over Tunisia (anomaly of −9 hPa)
creates the pressure gradients necessary for the meridio-
nally extended region of southerly flow that advects mois-
ture and dust into Algeria.
[39] In the afternoon of 4 August several smaller con-

vective cells form within this air mass (see auxiliary material
Animation S4), the remnants of which are still evident in the
satellite image at 1330 UTC on 5 August (Figure 9c). These
systems generate their own rather small and short‐lived cold
pools and thereby contribute more dust to the widespread
maximum covering large parts of the central Sahara on 5
August (feature C in Figures 9c and 9d). The cyclonic center
is still located over Mauritania, slightly farther west than on
the previous day, and the northward extension of the moist
southwesterly flow is now even more pronounced (Figure 9d).

Figure 8. Same as Figure 5 but for 3–4 September 2006.
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Although the SEVIRI images for 4 and 5 August suggest
comparable dustiness, the corresponding OMI AI distributions
indicates a marked increase as in previous cases. The OMI
AI signals over northern Mali and western Niger (features
D and E in Figure 9) are not matched by SEVIRI, possibly
indicating the presence of aged dust in these regions or SEVIRI
bias in moist air. Unfortunately there are no MISR data in this
region to confirm the OMI signal.
[40] By midday of 6 August the cyclonic center has

moved from Mauritania to western Algeria, still associated
with southwesterly or southerly flow over large parts of the
western Sahara and a northward shifted moist zone (Figure 9f).
This is clearly not in agreement with the regression results
for LAG0 in Figure 4g. The unusual track and slow propa-
gation of the cyclonic center together with the very extended
southerly sector is not compatible with the typical evolution of
an AEW and is presumably closely related to the disturbance
by the extratropical circulation. The dust signal weakens in
the SEVIRI product on 6 August and slowly drifts westward

into northern Mali and western Algeria (feature F in
Figure 9e), while the OMI AI reaches extremely high values
farther downstream over the almost cloud‐free study region
(Figure 9f). This discrepancy is similar to that observed the
previous day. Notably, on 6 August the MISR AOT data
confirm the high OMI AI south within the moist zone,
suggesting that SEVIRI is underrepresenting dust in these
conditions.
[41] This case demonstrates how the complex interaction

of convective, AEW, and synoptic activity in the subtropics
can act together to generate a strong dust event over the
CWS involving several mechanisms discussed in this paper,
most notably haboob events upstream of the CWS.

5. Summary and Conclusions

[42] The broad central west Saharan (CWS) region cen-
tered around 19°N, 5°W appears in most satellite products to
have the highest dust loadings anywhere in the world during

Figure 9. (a–d) Same as Figure 5 but for 4–5 August 2006. (e and f) Corresponding images for 6 August
2006.
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the boreal summer. In this paper, the complex physical
mechanisms of dust emission and transport that create this
dust hot spot have been investigated on the basis of a
regression analysis relating daily time series of area‐averaged
satellite dust products to the analyzed atmospheric circulation
and moist convective activity. This bulk statistical analysis
is complemented with detailed examinations of carefully
selected case study examples.
[43] The results show a clear relation between dustiness

over the CWS on one hand and tropical AEW disturbances
and synoptic activity in the subtropics on the other hand.
The results confirm some of the key features of the ide-
alized view of the great Saharan dust plumes proposed by
Karyampudi and Carlson [1988] and Karyampudi et al.
[1999] based on a more restricted analysis of case study
events. Most notably, they suggest that dust generation
occurs over the Sahara in the northeasterlies around the
Saharan heat low when surface pressure gradients are
enhanced by the passage of an AEW surface trough. This
dust is then mixed throughout the Saharan Air Layer and
transported out over the Atlantic in the easterly mid-
tropospheric flow. Here we confirm the importance of the
northeasterlies around the near‐surface trough over the
CWS but provide important additional detail, which illus-
trates the complexity of processes resulting in the CWS
dust hot spot. The two important mechanisms that have not
been documented previously are as follows.
[44] 1. During the 2–3 days before the peak in dustiness

over the CWS region, a high‐amplitude extratropical wave
over northern Africa interacts with an AEW, leading to an
extended region of low‐level southerly flow upstream of and
over the CWS, which in some cases mobilizes dust at the
leading edge of the monsoon flow (mechanismD in section 1),
but more importantly brings moisture into the southern
Sahara. Moist convection that develops in this air mass is
subject to considerable evaporation of hydrometeors in the
usually extremely dry midlevel air over the desert. This

causes haboob dust storms as far north as the central Sahara
(mechanism B). Over the following days this dust mixes
through the deep Saharan boundary layer and eventually gets
transported over the CWS region with the northerlies between
the ridge and trough of the following AEW disturbance.
[45] 2. More dust emission can occur over the CWS itself

in the associated northeasterly flow at the surface, in par-
ticular during the morning hours when momentum from
nocturnal LLJs is mixed downward (mechanism C). Again,
variations in the pressure distribution in the subtropics
can enhance or even dominate this process as discussed by
Knippertz [2008]. As such, the summertime CWS dust hot
spot results from emissions from local sources and advec-
tion of dust generated to the east and north from a combi-
nation of large‐scale and mesoscale processes involving a
complex interplay between the tropical and the extratropical
circulations. The fact that AEWs are often better organized
and more strongly involved in the organization of moist
convection to the west of the Greenwich Meridian [Fink and
Reiner, 2003] supports the prominence of the CWS region.
[46] Our work presents the most comprehensive analysis

of dust variability over the CWS region conducted to date.
We utilize independent long‐term satellite data sets from the
TOMS/OMI and the MISR sensors. The results are to some
degree sensitive to the employed data. The TOMS/OMI AI
has a bias toward aerosols at higher elevation such that it is
best in detecting dust loadings in the upper parts of the deep
Saharan boundary layer, whilst MISR suffers from poor
temporal sampling. Neither data set resolves dust loadings
under cloud. The temporal resolution of the SEVIRI dust
product facilitates much more detailed identification of dust
sources [Schepanski et al., 2009] but the qualitative infor-
mation is not suitable for statistical analysis. There are at
times large discrepancies between the SEVIRI dust product
and the OMI AI that are probably related to problems of the
former in detecting dust in humid air to the south of the ITD
and to a sensitivity to particle size. Separating the limitations
in these data is problematic and requires further work in the
future, which should include the quantitative Moderate Res-
olution Imaging Spectroradiometer (MODIS) deep blue AOT
estimates and lidar observations from CALIPSO. Generally
the discrepancies between the different satellite products limit
our ability to resolve the processes involved in more detail.
This highlights the need for in situ observations of meteoro-
logical and aerosol processes in the CWS region. Previous
field campaigns in the Sahara, including SHADE, AMMA,
SAMUM, and GERBILS have been focussed on the periph-
ery of the CWS. There is a clear need to fill this gap in our
observational record.
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